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A New Spatial Downscaling Method for Long-Term
AVHRR NDVI by Multiscale Residual

Convolutional Neural Network
Mengmeng Sun , Xiang Zhao , Jiacheng Zhao , Naijing Liu , Siqing Zhao , Yinkun Guo , Wenxi Shi ,

and Longping Si

Abstract—Monitoring vegetation dynamics is essential for eco-
logical processes, environmental changes, and natural resource
protection. Fine-scale representation of vegetation indices is nec-
essary for regions with complex topography and high diversity
species. However, the advanced very-high-resolution radiometer
(AVHRR), which covers an extensive time range with high tempo-
ral resolution, does not provide normalized difference vegetation
index (NDVI) data with sufficient spatial resolutions for a detailed
analysis of vegetation changes. The moderate resolution imaging
spectroradiometer (MODIS), which has a higher temporal and
spatial resolution, has only been limited to the last few decades.
To deal with these issues, we propose a multiscale residual convolu-
tional neural network (MRCNN) that utilizes a multiscale structure
with a residual convolutional neural network to combine MODIS
NDVI and AVHRR NDVI data. The MRCNN algorithm improved
mean absolute error (MAE) and root mean squared error (RMSE)
by 0.026 and 0.032, respectively, resulting in a 64.38% improve-
ment for MAE and 62.79% improvement for RMSE compared to
AVHRR NDVI. It also increased the peak signal-to-noise ratio by
28.5% and the structural similarity index by 16.2%. The MRCNN
method accurately captures the actual state of MODIS NDVI and
consistently tracks changing trends in the vegetation index. It is
exact in complex terrain and diverse vegetation areas. This method
enhances the spatial resolution of AVHRR NDVI and significantly
improves the accuracy of monitoring nationwide vegetation index
changes over 30 years. The findings establish a solid scientific
foundation for implementing ecological conservation measures and
promoting sustainable vegetation growth.
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I. INTRODUCTION

THE normalized difference vegetation index (NDVI) is a
significant metric utilized to characterize vegetation con-

dition as well as its relationship with the natural environment
or human activities (e.g., agricultural practices [1]). To be more
specific, NDVI has been widely recognized for its crucial role
in assessing vegetation coverage [2], [3], [4], guiding ecological
protection [5], [6], and informing urban planning and agriculture
[7], [8]. In addition, many studies highlight the pivotal role
of NDVI in application for crucial ecosystems, such as forest
management and grassland conservation, by offering essential
data support for ecological protection initiatives [9], [10], [11].
Moreover, the use of NDVI enables the monitoring of the intri-
cate relationships between vegetation and outside disturbance.
Notably, it is a helpful tool to study the interaction between
vegetation and climate factors [12], [13], [14], [15]. This is
particularly valuable during natural disasters, as it facilitates the
assessment of the impact of events, such as floods, droughts,
and frostbite [16], [17], [18], [19]. Considering its versatility, as
reasoned above, researchers have devoted considerable efforts
toward acquiring high-resolution NDVI data for Earth surface
monitoring.

The acquisition of long time-series and high-resolution NDVI
datasets remains a significant challenge for many scholars due to
the inherent tradeoff between spatial and temporal resolutions.
Although enhancing spatial resolution yields more details, it
often comes at the expense of reduced temporal resolution,
thereby restricting data availability and limiting the full real-
ization of the data’s potential use. Further challenges are the
coarse temporal resolution and the presence of mixed pixels
within NDVI data, both of which impede the product’s appli-
cation in surface cover change detection and classification. In
particular, the 0.05° advanced very-high-resolution radiometer
(AVHRR) NDVI dataset, despite its extensive time series, under-
performs in capturing detailed texture information. To reconcile
the balance between time and spatial resolution, a plethora of
research is redirecting their focus toward the NDVI downscaling
techniques.
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Conventional downscaling techniques include interpolation
methods, reconstruction-based methods, and machine-learning
methods. The interpolation-based techniques predominantly
employ a designated pixel as the central point and calculate the
values of its neighboring pixels through diverse interpolation
methodologies. These methods have computational efficiency
but also indistinct boundaries [20], [21]. To improve the
indistinct boundaries, many reconstruction-based methods have
been proposed, which aim to improve the precision and level
of detail in the resulting downscaling image by utilizing prior
knowledge [20], [22]. Nevertheless, these methods cannot
capture high-frequency information [23]. To address this,
many researchers have turned to machine-learning methods.
These methods rely on extensive training data to establish a
direct relationship between low-resolution and high-resolution
images. However, their effectiveness can be limited and it may
lead to the loss of high-frequency information [24], [25], [26],
mainly when dealing with the nonlinear mapping relationship
between low-resolution images and high-resolution images.
This highlights the need for further advancements in downscal-
ing methods to address these complex nonlinear correlations.

The exploration and extraction of nonlinear attributes have
seen significant progress, with researchers developing a variety
of feature combinations. A landmark development in this area
is the downscaling convolutional neural network (CNN), which
employs bicubic interpolation alongside a three-layer convolu-
tional network to create high-resolution images, demonstrating
the robust capabilities of deep learning in the realm of image
downscaling reconstruction [27], [28]. This method, however,
extracts only a limited set of features by relying on informa-
tion from a singular image. To bypass this shortcoming, Tong
et al. applied the DenseNet network architecture combined with
a 1 × 1 convolutional kernel and a skip structure, enabling
the transfer of low-level image features to higher levels. This
strategy facilitated the extraction of a broader range of image
features, yielding significant results, albeit with certain limita-
tions in the context of multiperiod images [29], [30]. To better
efficiently realize the feature transfer, Lim et al. [23] introduced
the multiscale downscaling architecture that allowed parameter
sharing among multiple architectures, expediting convergence
and reducing parameter count. Furthermore, Wang et al. pro-
posed the residual network (ResNet), a method that integrates
deep and shallow strategies in network design and utilizes an
external network to efficiently transfer gradients, thereby en-
hancing learning effectiveness and overall model performance.
This approach emphasizes the potential of varying network
depths in optimizing downscaling methods [23], [32].

As the complexity of the network increases, degradation in
model training becomes a more significant issue. Researchers
proposed ResNets that add skip connections to regular layers,
providing shortcuts by adding a layer’s input to its output. For
example, He et al. [33] proposed ResNets to simplify the deep
networks. Sdraka et al. [34] introduced two main strategies,
including global residual learning (GRL) and local residual
learning (LRL). GRL aims to learn the residual between input
and output images, recovering high-frequency details. Concur-
rently, LRL represents the insertion of local shortcuts between

intermediate layers to alleviate the vanishing gradient problem
at the network depth [35]. Residual learning is widely used in
image super-resolution networks, including the residual dense
network [36], very deep super resolution [37], and enhanced
deep super resolution [23]. ResNets cannot sufficiently deal with
intricate and varied feature types. The development of multi-
scale network topologies is aimed at enhancing feature learning
intensity. Multiscale networks, by employing characteristics of
various sizes, aim to improve the network’s expressiveness and
flexibility. Subsequent investigations delved into the reconstruc-
tion of multidimensional features.

To increase multivariate coupling in the downscaling process,
it is a common practice to impose additional meteorological
variables as inputs [38], [39]. In downscaling processes, the
choice of auxiliary data is usually related to the physical meaning
and relevance of the target variables. For example, for precip-
itation downscaling, DeepSD [40] and Nest-UNet [41] utilize
static terrain feature elevations as an auxiliary predictor for
generating more accurate patterns in complex terrains. Several
studies have explored the interaction between vegetation growth
and topography by incorporating topography-related auxiliary
data, such as digital elevation models (DEMs). Considering
China’s diverse vegetation, complex terrain, and significant
climate changes, the adaptability of the vegetation index down-
scaling model encounters major challenges. Therefore, develop-
ing a super-resolution vegetation index for areas with complex
vegetation and topography is crucial. Despite the demonstrated
effectiveness of deep-learning methods in addressing nonlinear
relationships and restoring high-resolution images, the sheer
volume of data generated presents notable challenges in terms of
computer storage performance. The current research focus leans
toward enhancing various aspects of the neural network model,
including architecture, activation function, and optimization
methods [24], [25], [42], [43]. Through comparative analyses,
improvement of visual representation activation function [43],
[44], [45] and optimization methods [46], [47] can improve the
computational efficiency and provide more accurate mappings
than traditional techniques [31], [48].

Despite the numerous studies on downscaling algorithms and
the relentless efforts of many researchers, the aforementioned
issues have been partially resolved. However, the following
challenges still need to be overcome and improved: 1) utilizing
multiscale data flows to generate a high-resolution vegetation
product is particularly challenging in forest areas with complex
terrain and high spatial heterogeneity; and 2) the statistical rela-
tionships applied in the downscaling process may vary between
different regions and lack stability, which are especially evident
in complex terrain areas like forests [49].

A sophisticated downscaling technique is introduced to ad-
dress the issue previously discussed. This novel approach has
been thoroughly validated and competes strongly with Landsat 5
(1982–2000) and moderate resolution imaging spectroradiome-
ter (MODIS) NDVI (2001–2015) data in the studied areas.
The empirical results confirm the effectiveness of the multi-
scale residual CNN (MRCNN) method for use in both complex
and flat terrains. The results demonstrate the suitability of the
MRCNN technique for application in regions characterized by
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Fig. 1. Overview of the study area. (a) Yunnan Province location map in China. (b) Distribution of various categories. (c) MOD13A2 spatial map for July 28,
2015, in Yunnan Province, China. Note: ENF: evergreen needleleaf forest; EBF: evergreen broadleaf forest; DBF: deciduous broadleaf forest; MF: mixed forest;
CSL: closed shrubland; OSL: open shrubland; WSA: woody savanna; SAV: savanna; GRA: grassland; WET: permanent wetland; CRO: cropland; and URB: urban.

intricate topography as well as in regions with level terrain. This
article addresses pertinent challenges prevalent in contemporary
research, notably: 1) the daunting task of leveraging multiscale
data streams to produce vegetation productivity at high resolu-
tions, particularly in densely wooded regions marked by intricate
topography, diverse environmental conditions, and pronounced
spatial heterogeneity; and 2) the instability and variability of sta-
tistical correlations employed in the downscaling process across
different regions, particularly in rugged terrains like forests. The
main contributions of this article are as follows.

1) This article generates an efficient technique to address
challenges in downscaling AVHRR NDVI in areas with complex
geography and diverse vegetation.

2) Creating a simulated MODIS NDVI data dataset at 1-km
spatial resolution, covering 1982 to 2015. The new dataset
can investigate how changes in regional ecological contexts
impact vegetation indicators and evaluate their potential to yield
important insights.

The rest of this article is organized as follows. Section II
outlines the study area and data datasets utilized in the article.
Section III provides an in-depth account of the implemented
algorithm and methodology. Section IV presents the model
results and offers a comparison with analogous products, includ-
ing quantitative and qualitative analyses. Sections V hosts an
extensive discussion. Finally, Section VI concludes this article.

II. STUDY AREA AND DATASETS

A. Study Area

The distinct geographical location of Yunan contributes to
its diverse climate types. The region features a warmer and
more humid environment. The areas enjoy an all-year spring
climate favorable for cultivating various crops. The northwest
typically experiences arid and semiarid climates characterized

by abundant sunshine, extended precipitation periods, and sub-
stantial evaporation. The southeastern region, with its frequent
precipitation, four distinct seasons, and semihumid to humid cli-
mate, experiences monsoons (Fig. 1). Furthermore, the diverse
topography of Yunnan, ranging from coastal plains to inland
mountains and plateaus at elevations of thousands of meters,
contributes to its extraordinarily complex climatic zoning. Its
climate is divided into eight subregions based on variations
in precipitation and altitude. Distinct climate features of each
subregion contribute to a varied and unique climate system. This
diversity creates favorable conditions for preserving biodiversity
and agricultural output yet poses challenges for researchers.
Adapting the vegetation index downscaling model becomes
more challenging due to the numerous vegetation types, complex
terrain, and significant climate fluctuations.

Situated on the southeastern edge of the Qinghai–Tibetan
Plateau within China’s Yunnan–Guizhou Plateau, Yunnan
province presents a varied topography marked by towering
mountains, rolling hills, expansive basins, and plains, ly-
ing betwixt 21°8’32"–29°15’8" N latitudes and 97°31’39"–
106°11’47" E longitudes [Fig. 1(a)].

This geological heterogeneity precipitates a wide spectrum
of elevations, with a peak differential of 6663.6 m, fostering a
unique mosaic of climates and ecosystems. The vegetational
diversity encompasses a range spanning tropical rainforests,
warm temperate coniferous forests, evergreen broadleaf forests
(EBFs), evergreen needle-leaf forests, and deciduous broadleaf
forests [Fig. 1(b)]. This array, constituting 62.4% of the total
forest cover, is integral to maintaining ecological equilibrium
and elucidating the evolutionary trajectories of distinctive veg-
etation types. Given these biomes’ representativeness and the
broad spectrum of vegetation types, this article employs EBFs,
evergreen needleleaf forests (ENF), mixed forests (MF), woody
savanna (WSA), and savannas (SAV) as test subjects to assess
the performance of the MRCNN method for downscaling NDVI.
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A spatial distribution map based on MOD13A2 data reveals a
predominant NDVI value range of 0.4–0.8 for Yunnan Province,
indicative of relatively high vegetation coverage, particularly in
areas represented in deep blue [Fig. 1(c)]. This high vegetation
coverage underscores the province’s importance in fostering
ecosystem health and biodiversity.

B. Datasets

Xiao et al. generated 8-day 0.05° AVHRR NDVI data from
1982 to 2015 as low-resolution input. It consists of daily gridded
NDVI products with a spatial resolution of 0.05°, equivalent to
approximately 5550 m [50], [51]. Due to its early establishment,
real-time significance, and extensive spatial coverage, this article
has chosen the AVHRR image data as a valuable source for long
time-series data.

The MOD13A2 dataset, which possesses a spatial resolution
of 1 km and a temporal resolution of 16 days, serves as a crucial
remote sensing resource for examining vegetation growth and
alterations on a global scale [52]. The creation of the MOD13A2
dataset signifies a collaborative effort between the United States
Geological Survey (USGS) and NASA, leveraging the MODIS
sensor on the Terra satellite. In this article, the data processing
approach encompasses utilizing the MRT tool and Python pro-
gramming language to execute a series of operations, including
batch splicing, projection transformation, and cropping, on the
MOD13A2 dataset. The outcome of this intricate procedure
yields tailored MOD13A2 data that specifically caters to the
ecological and geographical characteristics of Yunnan Province,
spanning a timeframe of 15 years from 2000 to 2015.

The Shuttle Radar Topography Mission Digital Elevation
Model 30 m (SRTM DEM 30 m) signifies a groundbreaking
effort to generate extensive worldwide digital elevation informa-
tion. This dataset is meticulously crafted through radar instru-
ments on the space shuttle, facilitating precise and distinct mea-
surements of the Earth’s surface. As a result, the SRTM DEM 30
m creates a comprehensive digital elevation dataset that covers
the entire Earth, demonstrating an impressive spatial resolution
of approximately 30 m per pixel. The acquisition of accurate
topographic data is of utmost importance due to its significant
implications in various disciplines, including geographical in-
formation systems, geomorphology, and remote sensing. It is
crucial to acknowledge that this endeavor necessitates essential
preprocessing methodologies, such as resampling and cropping,
to ensure the optimal performance and applicability of the
DEM. It can be obtained from CGIAR—CSI via the hyperlink:
http://srtm.csi.cgiar.org (January 13, 2024, retrieved).

Yang and Huang [53] produced the annual China Land Cover
Dataset (CLCD) based on 335 709 Landsat images on Google
Earth Engine, which contains annual land cover information
for China from 1985 to 2019. The CLCD is now a publicly
accessible 30-m resolution long-term annual land cover dataset.
It is compared with current land cover thematic products and
demonstrates strong alignment with global forest change, global
surface water, and impervious surface time-series datasets. Si-
multaneously, it illustrates the swift urbanization trend and
various ecological initiatives in China, unveiling human-induced

influences on LC amid climate change scenarios and offering
potential value for global change research applications.

Between March 1984 and November 2011, Landsat 5 TM
collected observation data in the reflected wavelength with a
resolution of 30 m. The global Landsat data are stored at the
Earth Resources Observation and Science Center of the USGS,
where archived Landsat 5 TM data show different coverage areas
[54], [55]. For better consistency among relatively clear Landsat
scenes, spectral radiance can be converted to planetary or exoat-
mospheric reflectance by normalizing for solar irradiance [56],
[57], [58]. In the formula for calculating NDVI, NIR stands for
near-infrared band, corresponding to band 4 of Landsat 5; Red
refers to the red band, corresponding to band 3 of Landsat 5.

III. METHODOLOGY

The MRCNN methodology enables more comprehensive
training and efficient prioritization of relevant image regions.
The multiscale group, residual group, upsampling module, and
residual block are critical components of the MRCNN (Fig. 2).
A unique network structure is created by integrating and super-
imposing elements and channels with the help of the ResNet
and a multiscale network. The multiscale group consists of
several multiscale blocks, which are used to learn the flexible
multiscale features to enhance the diversity of extracted features.
In addition, the numerous residual blocks and convolutional
networks are used to improve the learning abilities of the entire
network. This groundbreaking network design holds significant
potential for enhancing the effectiveness of various applications
(Fig. 2).

The structure of MRCNN: This article adopts a multiscale
network structure incorporating convolution blocks of sizes
3 × 3, 5 × 5, and 7 × 7, designed to learn multiscale fea-
tures beneficial for highlighting boundary details. Furthermore,
adopting a ResNet architecture, as opposed to a dense fusion
strategy, strengthens interlayer learning and reduces the num-
ber of parameters and computational load, thereby improv-
ing processing efficiency. In addition, PixelShuffle operates
by breaking down the input low-resolution image into basic
pixel blocks. These blocks are rearranged according to learned
mapping relationships, synthesizing a high-resolution image.
This method surpasses traditional interpolation techniques in
both reconstruction quality and computational efficiency. What
is more, a specialized module for terrain and land cover feature
extraction is designed, targeting high-resolution terrain data to
extract multiresolution features. Finally, we introduced residual
block design to blend high-frequency and low-frequency data to
further improve the quality of the predicted images achieving a
more balanced internal detail and clearer edges.

The introduction of high-resolution terrain feature extraction
and multiscale feature extraction modules is crucial as they
capture more details and information during analysis, essential
for enhancing model precision and reliability. By combining
features extracted from high-resolution terrain data, CLCD, and
AVHRR NDVI data, the method applies an integrated approach
to various scales and depth features, improving the model’s
capability to capture terrain details and analytical accuracy. This

http://srtm.csi.cgiar.org
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Fig. 2. Flowchart of the image downscaling process. Abbreviations: SRCNN—super-resolution convolutional neural network. ESPCN—efficient subpixel
convolutional layer. MRCNN—multiscale residual convolutional neural network.

method, by merging multiple data sources and techniques, en-
hances the quality and efficiency of feature extraction, providing
rich and precise data support for subsequent analysis. It consid-
ers multiple factors, such as terrain and vegetation, resulting
in more comprehensive and reliable analytical outcomes. To

further improve model precision, specialized modules for terrain
data and land cover feature extraction, along with multiresolu-
tion feature fusion, are specifically designed. To demonstrate
the effectiveness of high-resolution terrain data extraction and
multiscale feature fusion modules, these modules are introduced
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into the MRCNN model. Results indicate that including auxil-
iary data significantly reduces the disparity between MODIS
NDVI and Landsat 5, confirming the modules’ contribution to
revealing finer details.

The neural network architecture comprises four essential
components: the residual group, the multiscale group, the up-
sampling module, and the residual block (Fig. 2).

The input layer: The postpreprocessed AVHRR data (1982–
2015) served as input with the DEM data for training the method.

The residual group, depicted as a dark blue rectangle, consists
of interconnected residual blocks. Each residual block contains
two convolutional layers and an element summing operation,
facilitating the capture of high-frequency image details.

The multiscale group, represented by an orange rectangle,
consists of multiple parallel residual groups. The features pro-
cessed by each residual group are combined with the features
obtained from convolutional network processing. This combi-
nation is achieved by performing an elementwise summation
operation and aids in the recovery of low-frequency image
details. Different sizes of convolutional kernels (3 × 3, 5 × 5,
and 7× 7) are used to extract features from various sensory field
angles, and channel-level concatenation enhances the network’s
performance.

The upsampling module: The model is illustrated as purple
rectangles, and it enlarges the image size by a factor of five
using the PixelShuffle technique. PixelShuffle accomplishes this
by converting low-resolution feature maps into high-resolution
feature maps through convolution and channel reorganization.
This method effectively enlarges the image, replacing traditional
interpolation or deconvolution techniques.

Conv: It is depicted as a sky-blue rectangle, representing the
convolution operation.

The output layer is used to complete the downscaling of the
NDVI data and generate the 1-km resolution NDVI dataset for
the years 1982 to 2015. The output layer employs different
loss functions and evaluation metrics to optimize the network
parameters.

For AVHRR NDVI data, two branches are deployed for
processing. The first branch employs a multiscale group to
extract diversified features, which are subsequently fed into the
upsampling module to generate a 1-km resolution feature map.
The second branch utilizes convolution operations to derive new
features, which are then input into the upsampling module to
create a 1-km resolution feature combination. The feature maps
produced by the two branches are integrated using elementwise
addition to formulate a new feature map, denoted as Feature Map
1. For the input DEM data, features are extracted via residual
blocks to form Feature Map 2. Feature Map 1 and Feature Map
2 are then channel level connected to create Feature Map 3.
This map undergoes further processing via residual blocks to
ultimately yield the 1-km resolution MODIS NDVI data.

The specific steps are as follows:
Data preparation: The 0.05° AVHRR NDVI data (1982–

2015) underwent several data processing steps, such as batch
splicing, projection transformation, cropping, bidirectional
reflectance distribution function (BRDF) adjustment [41], [42],
[43] and other procedures to generate the Yunnan Province
AVHRR NDVI data. High-resolution target data came from

16-day 1-km resolution MODIS NDVI datasets covering
2001–2015. Quality pixels from MOD13A2’s quality assurance
filtering were retained. Spatial–temporal Savitzky–Golay
(STSG) processing [59] was used to reconstruct low-quality
pixels affected by clouds, snow, and aerosols. High-quality
region pixels were preserved, while low-quality ones were
replaced with reconstructed values using STSG. Each image
size is 850 × 797, totaling 345 images. The MODIS NDVI
images were split into 75% training and 25% validation sets.
DEM and CLCD served as auxiliary data alongside AVHRR
NDVI as the input datasets. DEM data provided terrain height
information aiding in downscaling, while land cover data
improved accuracy and textural detail. During model training,
MODIS NDVI served as output data.

Features extraction: Model performance was assessed by
analyzing loss function values of both training and validation
datasets, with the model exhibiting the lowest loss being deemed
optimal. The optimal model was trained on 0.05° AVHRR NDVI
data to simulate 1-km MODIS NDVI images. Model effective-
ness and accuracy were evaluated by comparing high-resolution
NDVI images produced by the model with actual MODIS NDVI
images. The model selection was based on the criteria being
the smallest root mean squared error (RMSE) value and mean
absolute error (MAE) value. After comparing these parameters
and undergoing parameter adjustment and optimization, we
selected the optimal model to complete the downscaled task
and got them ready for performance comparison. We used the
MRCNN network to generate a new dataset and compared it
with the 1-km high-quality MODIS NDVI. If the new dataset
demonstrates the best agreement with the high-quality MODIS
NDVI data, the model can estimate the NDVI dataset before
2000. In addition, we use Landsat 5 to validate the new dataset
spanning from 1982 to 2000. The study employed 1-km MODIS
NDVI data from 2001 to 2015 as the validation dataset, enabling
the analysis and assessment of the 1-km NDVI data within the
same temporal scope. We used the spatial distribution of RMSE
and MAE to check the single pixel of the new NDVI dataset
from 1982 to 2015.

The findings from the 15-year testing of the downscaling data
indicated a robust concordance between our approach and the
impact of MODIS NDVI data. In addition, our method exhib-
ited durability when subjected to prolonged sequence testing.
Furthermore, we selected five biomes to confirm their robust-
ness and applicability. The results showed that the proposed
MRCNN method can effectively capture more complex texture
information and enhance the learning performance of the algo-
rithm. These meticulous operations have improved the accuracy
and facilitated the acquisition of long-term NDVI data. This
substantial contribution enables the investigation of vegetation
growth before 2000 and the analysis of environmental changes.

IV. RESULTS

A. Comparison of Downscaled NDVI Products Obtained by
the MRCNN Method With Other Methods

1) Accuracy Evaluation of Various Downscaled Methods:
After applying downscaling techniques, such as bicubic,
SRCNN, ESPCN, and MRCNN, to AVHRR NDVI data and
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Fig. 3. Spatial distribution of MAE and RMSE across various methods in 2015. (a) MAE spatial distribution. (b) RMSE spatial distribution. Left to right: bicubic,
SRCNN, ESPCN, and MRCNN.

comparing the results with MODIS NDVI data, we found 1)
the mean MAE values were 0.073, 0.038, 0.033, and 0.026,
respectively, [Fig. 3(a)]; and 2) the mean RMSE values were
0.086, 0.046, 0.040, and 0.032, respectively, [Fig. 3(b)]. Quali-
tative analysis of spatial distribution maps for MAE and RMSE
indicates that the MRCNN algorithm significantly enhances
texture information compared to AVHRR NDVI. The MRCNN
algorithm reduced MAE and RMSE by 0.026 and 0.032, re-
spectively, with a 64.38% improvement for MAE and a 62.79%
improvement for RMSE compared to AVHRR NDVI. This
evidence underscores the MRCNN algorithm’s downscaling
efficacy in complex and plain terrains. The marked reductions
in MAE and RMSE emphasize the superior performance of
the MRCNN algorithm and broad applicability across diverse
landscapes and vegetation types. This evidence confirms the
MRCNN algorithm as a crucial tool for enhancing NDVI data
resolution and accuracy, vital for ecological monitoring and
analysis. It can be mainly attributed to the MRCNN, which
focuses on the differences between AVHRR NDVI and MODIS
NDVI in specific regions, thus increasing the importance of these
mapping features.

To examine the long-term stability of the MRCNN method’s
performance, we comprehensively compared different down-
scaled products using a long-term analysis across five distinct
vegetation biomes in Yunnan province. It involved detailed
scrutiny of the annual mean NDVI curves for these biomes (ENF,
EBF, MF, WSA, and SAV) from 1982 to 2015. The objective
was to evaluate how effectively four notable downscaling tech-
niques captured interannual trends and seasonal cycles (Fig. 4).
Results highlighted that the MRCNN method’s downscaling
results mirrored the reference data most closely across all biome
classes. The result suggests the MRCNN method’s superior

capability in effectively recreating different vegetation biomes.
Conversely, the ESPCN and SRCNN techniques underestimated
the NDVI value, especially during the summer. The results
could be due to their shortcomings in handling intricate feature
classes during the downscaling procedure. This finding aligns
with the variations observed in the time-series curves in 2015
(Fig. 4). Moreover, there was a significant discrepancy between
the bicubic downscaling results and the reference data. The
results can be traced back to the bicubic method’s inability to
capture high-frequency specifics, resulting in inadequate down-
scaling tasks. These findings proved the stability of the MRCNN
method, the time, and the feasibility of applying the MRCNN
method proposed in this article to solve the long time-series
studies in different biomes. To comprehensively validate the
practical effectiveness of our downscaling algorithm, we also
tested the time series of NDVI. As shown in Fig. 5, the outcomes
generated by our MRCNN method downscaling algorithm ex-
hibited the closest alignment with MODIS NDVI for the five
representative biomes. These findings emphasize the effective-
ness and superiority of our technique in accurately describing
the vegetation dynamics in all five biomes from 1982 to 2015
concerning its advantage of spatiotemporal consistency. The
commonly used two metrics to compare different deep-learning
methods are peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM) [60], with the former testing the ratio
of the resulted pixels to the noise pixels and the latter describing
the statistical similarity of the MODIS NDVI reference image
and the different downscaling results. The results of this article
indicate that SSIM and PSNR fluctuate with seasonal changes.
This finding underscores the impact of environmental factors
on these critical image quality metrics. After comparing vari-
ous super-resolution techniques, including MRCNN, SRCNN,
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Fig. 4. Time-series curves of typical species obtained by different methods, spanning 1982 to 2015.

ESPCN, and bicubic, the MRCNN method demonstrated supe-
rior performance. Specifically, compared to bicubic, the MR-
CNN method showed a 28.5% improvement in PSNR and
a 16.2% improvement in SSIM, corresponding to numerical
increases of approximately 4 and 0.12, respectively, (Fig. 6).
The findings show that MRCNN consistently outperformed
alternative methods, including SRCNN, ESPCN, and bicubic
method.

B. Spatial Distributions Evaluation of Downscaled NDVI
Products Obtained by Various Downscaled Methods

NDVI spatial distribution maps are crucial tools in envi-
ronmental and ecological fields, enabling the monitoring of
vegetation health and growth over time. They offer insights into
environmental changes, aid in agricultural management, reveal
biodiversity distribution, highlight urbanization impacts, and
support postdisaster assessment. These maps are instrumental
in research and making decisions across various domains.

Fig. 7 serves as a visual representation of the effectiveness
of four distinct downscaling techniques, illustrated through the

spatial distribution maps of the resulting 1-km NDVI downscal-
ing products. The maps are arranged in sequential order from left
to right, commencing with the 1-km NDVI data and followed
by the results garnered from SRCNN, ESPCN, and ultimately,
the MRCNN method. This arrangement allows for a precise
comparative analysis of each technique’s effectiveness. Upon
close inspection, it becomes apparent that the MRCNN method’s
downscaling outputs are similar to the 1-km NDVI data, under-
scoring its advanced ability to capture intricate texture details. In
contrast, while the SRCNN and ESPCN methods demonstrate
some capability in capturing texture information, their results do
not align as closely with the 1-km NDVI data as the MRCNN
method.

Moreover, the bicubic method exhibits noticeable shortcom-
ings, with certain regions lacking texture information, empha-
sizing its relative inadequacy in contrast to the other techniques.
Fig. 7(a) presents a spatial distribution that displays detailed
textures. These results suggest that 0.05° AVHRR NDVI exists
in several overestimated or underestimated areas, which is in-
consistent with the 1-km MODIS NDVI. Compared to MRCNN,
there are fewer instances of overestimation or underestimation,
especially in areas characterized by complex terrains or diverse
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Fig. 5. Downscaled results at five random points with five typical biomes using different methods. Note that: Point 1. MF; Point 2. ENF; Point 3. WSA; Point 4.
EBF; Point 5. SAV.

Fig. 6. Time-series curves of PSNR and SSIM with various methods in 2015.

vegetation. This indicates that the effectiveness of these methods
subtly differs depending on the geographical characteristics of
the regions. The density distribution graph depicts inflection
points at 0.4 and 0.6. Within the 0.4–0.6 interval, the bicubic
technique slightly overestimates, while between 0.6 and 0.8,

it markedly overestimates. SRCNN exhibits underestimations
in the 0.2–0.6 intervals, and overestimations occur from 0.6 to
0.8 (Fig. 7(b)). ESPCN also presents minor underestimations
in the 0.2–0.5 ranges, with modest overestimations noted in the
0.6–0.8. Despite occasional underestimation or overestimation,
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Fig. 7. Results of various downscaled methods in 2015. (a) Spatial distribution of NDVI mean values by various downscaling methods. (b) Density distribution
of NDVI mean values by various downscaling methods. Note: AVHRR NDVI, bicubic, SRCNN, ESPCN, the MRCNN, and MODIS NDVI.

MRCNN downscaling outcomes align closely with MODIS
NDVI, showcasing unparalleled precision and alignment with
actual vegetation indices.

An accurate assessment of the vegetation index is crucial for
comprehensively understanding vegetation dynamics changes,
particularly in areas characterized by complex topography. Con-
sequently, selecting appropriate downscaling techniques is im-
perative for precisely capturing change information and ad-
dressing changes across different temporal scales. The findings
illustrate the spatial distribution data of NDVI obtained through
various downscaling methods across multiple temporal scales,
such as daily and monthly (Figs. 8 and 9).

Fig. 8 plays a significant role in assessing the consistency of
NDVI value variations with MODIS NDVI for selected months
in 2015. More specifically, the figure represents each quarter of
2015 with January, April, July, and October. The image analysis
shows seasonal variations in the NDVI, indicating a consistent
underestimation of NDVI values by AVHRR NDVI compared
to MODIS NDVI across all seasons. The MRCNN algorithm
greatly enhances NDVI. This improvement is consistently ob-
served throughout winter, spring, summer, and autumn, with sig-
nificant enhancements during the spring, summer, and autumn
seasons. Compared to MODIS NDVI, the areas improved by the
MRCNN algorithm exhibit a higher level of consistency. These
findings demonstrate that the MRCNN algorithm significantly
improves AVHRR NDVI, enhancing its utility for monitoring
seasonal vegetation changes. It highlights the ability of four
downscaling methods to reflect seasonal growth patterns of
vegetation, showcasing their performance across different times
of the year. The bicubic approach, however, struggles with
accuracy in complex terrains, leading to significant underesti-
mations or overestimations. While SRCNN and ESPCN also
encounter difficulties accurately capturing vegetation in such
terrains, MRCNN distinguishes itself by significantly reducing

these errors and closely aligning with MODIS NDVI data, prov-
ing the most effective in accurately mapping vegetation across
varied landscapes. Spatial distribution maps of NDVI values for
these chosen months are juxtaposed with corresponding MODIS
NDVI values, which allows for a direct and clear comparison.
Upon careful analysis of these maps, it becomes evident that the
MRCNN method is highly effective in incorporating texture, and
its results align closely with those of the MODIS NDVI.

Conversely, the ESPCN and SRCNN methods present spo-
radic instances of underestimation in specific regions and a
comparatively limited ability to capture texture. Most notably,
the bicubic method displays substantial underestimation and a
poor ability to capture textures. Thus, this figure underscores the
MRCNN method’s superior ability to match the consistency of
MODIS NDVI values. In addition, MRCNN excels in accurately
identifying regions characterized by complex vegetation types
and aligns more closely with MODIS NDVI in areas with subtle
border distinctions (Fig. 8).

To test the algorithm’s robustness, we chose areas of the
downscaled results of Yunnan’s complex terrain and rich species
area as the small window zoom. Fig. 9 illustrates the outcomes of
image scale reduction using various methods for a specific day in
July 2015. These methods include MRCNN, ESPCN, SRCNN,
and the bicubic method. By comparing their results, one can
observe the distinct effectiveness of each technique in capturing
and representing the spatial arrangement of NDVI values. For
instance, the MRCNN method demonstrates its efficacy by
accurately capturing and conveying the spatial distribution of
NDVI values for this particular day.

In contrast, the ESPCN and SRCNN methods occasionally
underestimate the values, as dashed squares indicate. In addition,
the downscaling result by SRCNN provides more spatial details
than ESPCN. The bicubic method, however, suffers from consid-
erable underestimation and exhibits a limited ability to capture
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Fig. 8. Spatial distribution of NDVI through different downscaling techniques in 2015. January, April, July, and October correspond to the winter, spring, summer,
and autumn, respectively. (a) January; (b) April; (c) July; and (d) October. From left to right: AVHRR NDVI, bicubic, SRCNN, ESPCN, MRCNN, and MODIS
NDVI.

textures effectively. This comparison underscores the superior
performance of the MRCNN method in achieving precise image
scale reduction. The results show that compared with MODIS
NDVI, AVHRR NDVI lacks a lot of most of the texture informa-
tion. The downscaled effect of the MRCNN algorithm increases
a lot of texture information compared with AVHRR NDVI, and
the added information is highly consistent with MODIS NDVI.

C. Validation of the Downscaled Produces (1982–2015)

1) Validation of the Algorithm With High-Quality MODIS
NDVI Data (2001–2015): To evaluate individual performance
and quantify the tangible effects of downscaling methods, we
employed scatter plots to visually present the results obtained
from the 2015 dataset (Fig. 10). The article specifically
assessed downscaling phenomena by measuring RMSE and
MAE, which are important indicators of the accuracy and
effectiveness of the downscaling techniques used. The results
indicate that the MRCNN technique achieved the lowest values
for these parameters (Fig. 10). Furthermore, compared with
AVHRR NDVI, the MRCNN downscaled results were highly

concentrated along the 1:1 line, exhibiting MAE of 0.032, RMSE
of 0.045, and R2 of 0.874 [Fig. 4(b)]. Regarding error reduction,
the study noted a decrease in RMSE by 0.112 and a reduction rate
of 71.3%. Similarly, the accuracy of MAE improved by 0.102
and a reduction rate of 25%. In addition, the R2 metric showed
an improvement of 0.12 and an improvement rate of 76.1%
(Fig. 10). This suggests that it offers greater accuracy and per-
formance than other techniques, such as ESPCN and SRCNN.
On the other hand, the bicubic interpolation process yielded the
least desirable outcomes. Furthermore, the scatter plot revealed
a high concentration level in our method, as evidenced by the
close alignment of the distribution with the 1:1 line.

These findings provide empirical evidence supporting the
effectiveness of our downscaling methods and highlighting their
ability to achieve remarkable consistency with validation data. In
addition, these results underscore the potential of our technique
to improve the usability of MODIS NDVI data.

2) Validation of the Algorithm With Landsat Data (1982–
2000): Given the high susceptibility of Landsat data to cloud
cover, obtaining cloud-free images that comprehensively cover
Yunnan Province proves challenging. Therefore, a section of



SUN et al.: NEW SPATIAL DOWNSCALING METHOD FOR LONG-TERM AVHRR NDVI 7079

Fig. 9. Spatial distribution of Yunnan province on 24 July 2015, zoom in to display local texture detail information. Note: left to right (a) AVHRR NDVI, bicubic,
SRCNN; and (b) ESPCN; MRCNN, and MODIS NDVI.MRCNN.

Fig. 10. Density scatterplots for different downscaled methods in 2015 throughout Yunnan province. Dashed lines represent 1:1 lines, while solid lines indicate
the best-fit lines derived from linear regression. From left to right: bicubic; SRCNN; ESPCN; and MRCNN.

Yunnan Province with less than 5% cloud cover was selected
for validation analysis. Moreover, discrepancies in the validation
results are inevitable due to spectral range and spectral response
function differences among various data sources. Typically, the
higher the similarity between the original and target data, the
more effective the downscaling process. However, a comparison
between AVHRR NDVI data and Landsat data reveals signifi-
cant differences, contributing to substantial discrepancies in the
outcomes. Before validating with Landsat 5, its data need to be
upscaled to 1 km. Then, Landsat 5 data from 1982 to 2000 is
used to validate the simulated data obtained for the same period.

Typically, the higher the similarity between the original and
target data, the more influential the downscaling process. How-
ever, a comparison between AVHRR NDVI data and Landsat
data reveals significant differences, contributing to substantial
discrepancies in the outcomes. Before validating with Landsat
5, its data need to be upscaled to 1 km. Then, Landsat 5 data from

1982 to 2000 is used to validate the simulated data obtained for
the same period.

There is a significant correlation and similarity between
MODIS NDVI and AVHRR NDVI, making the use of MODIS
NDVI to validate the downscaled data results from 2001 to 2015
relatively reliable and accurate. The NOAA–AVHRR satellite
series has a 20-year global NDVI data record, and combining
MODIS–NDVI data will provide a more extensive and longer
data series for practical monitoring and research. The MODIS
vegetation index uses a new synthesis algorithm to reduce biases
caused by changes in observation angles and the solar target
sensor geometric relationship. In generating vegetation index
grid data, molecular scattering, ozone absorption, and aerosol
correction algorithms will be used, and the BRDF model will be
utilized to correct observation data.

Some problems lie about the spatiotemporality consistency.
Several factors contribute to uncertainties in AVHRR-based
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Fig. 11. Density scatterplots for different downscaled methods in February 1994 throughout Yunnan province. Dashed lines represent 1:1 lines, while solid lines
indicate the best-fit lines derived from linear regression. From left to right: AVHRR NDVI; bicubic; SRCNN; ESPCN; and MRCNN.

NDVI products. Initially, variations in band configurations, such
as center wavelength and spectral response function, among
AVHRR sensors (like AVHRR-2 and AVHRR-3) and between
these and other sensors (for example, MODIS and VIIRS), play
a significant role [61], [62], [63], [64]. Second, NDVI discrep-
ancies among identical AVHRR sensors on different NOAA
satellites may also arise. Here, variations in image capture times
and sun-target-sensor geometries between sensors can lead to
a “jump” (a sudden shift in values) in the NDVI time series
[65], [66], [67], [68]. For instance, the AVHRR sensor aboard
NOAA-11 exhibits a significantly higher NDVI compared to the
AVHRR sensors that came before and after it [69]. Third, the
accuracy might be compromised by the orbital drift of NOAA
satellites and the deterioration of AVHRR sensors, which is
attributable to the severe conditions in outer space [70]. Artificial
signals within the orbital drift in moist regions were noticeable
for AVHRR-derived NDVI products (e.g., VIP3 NDVI, LTDR4
NDVI, and GIMMS NDVI3g) and subsequent products like the
GIMMS leaf area index [71].

This discrepancy results in MAE and RMSE values when
directly evaluating the reconstruction outcomes using Landsat
data (Fig. 11). An initial attempt to align Landsat data with
MODIS through linear fitting (though its effectiveness is un-
certain) precedes the evaluation of metrics. Furthermore, the
results indicate that MRCNN is feasible for estimating data
before 2000. The inherent value differences between Landsat
and MODIS NDVI datasets significantly impact the MAE and
RMSE calculations, which rely heavily on the discrepancies
between the reconstructed and reference images.

V. DISCUSSION

A. Adaptability of Mixed Pixel Phenological Characteristics

The box plots provide a detailed analysis of the statistical
properties of NDVI data for five specific biomes (EBF, ENF,
MF, WSA, and SAV) during different seasons. At the same

time, the growth status of five typical vegetation types during
the growing season is also displayed in box plots (Fig. 12).
Each plot represents the distribution of NDVI data for a par-
ticular biome, including vital statistical measures, such as the
maximum, minimum, median, and upper and lower quartiles.
These plots serve as a valuable tool for understanding the
effectiveness of different downscaling methods across various
biomes and seasons. The box plots show that the MRCNN
method exhibits a strong correlation with the MODIS NDVI
for WSA and SAV during spring, further strengthening in
autumn.

In addition, the density plots provide insight into the distri-
bution of NDVI values and their consistency with the MODIS
NDVI. These plots enhance our understanding of the impact
of downscaling on NDVI value distribution. The density plots
clearly show that the results of the MRCNN method closely
align with the peak values of MODIS NDVI, while the bicubic
method displays the most significant deviation. In conclusion,
the informative charts effectively compare and evaluate the
performance of different downscaling methods in processing
NDVI data (Fig. 12). These findings offer valuable guidance for
future article and applications.

Boxplots provide a detailed analysis of the statistical features
of NDVI data for five different biomes across different seasons
and throughout the entire growth period (Fig. 12). These charts
are a valuable tool for understanding the effectiveness of other
downscaling techniques across various biomes and seasons. The
density distribution map reflects the proportion of NDVI mean
values in different ranges.

Fig. 12 illustrates the NDVI mean value trends across various
vegetation types (EBF, ENF, MF, WSA, and SVA) throughout
the four growing seasons, highlighting distinct growth patterns
for each type, as follows.

1) EBF growth trend analysis: The NDVI mean values for
EBF are consistently around 0.78 throughout the year, indicating
minimal seasonal variation. The NDVI obtained by the MRCNN
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Fig. 12. Downscaled results of various biome categories using different methods in 2015 in Yunnan province. Left to right: images of typical ecosystems selected
from Google Earth; boxplots showing downscaled results for different methods including spring, autumn, summer, winter, and the growth season; and density
distribution of downscaled results for different methods: (a) EBF; (b) ENF; (c) MF; (d) WSA; and (e) SAV.

method aligns closely with the MODIS NDVI mean, showcasing
superior accuracy and improvement over the AVHRR NDVI,
which averages around 0.5. The density distribution further
reveals that MRCNN ’s NDVI means are predominantly around
0.78, mirroring the MODIS NDVI distribution, albeit with a
slight tendency toward overestimation. This contrasts starkly

with AVHRR’s NDVI, which is concentrated around 0.58, un-
derscoring its substantial underestimation.

2) ENF seasonal growth pattern: ENF’s NDVI mean val-
ues also exhibit slight annual fluctuation, stabilizing around
0.80. Again, the MRCNN method demonstrates the closest
approximation to MODIS NDVI’s mean value. The density
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distribution maps corroborate the MRCNN ’s enhanced perfor-
mance and slight underestimation compared to MODIS NDVI,
which has its most significant proportion of mean values around
0.8. AVHRR NDVI’s largest proportion, around 0.60, reflects a
significant underestimation, underscoring MRCNN ’s substan-
tial accuracy improvement.

3) MF growth dynamics: MF shows an apparent seasonal
variation in NDVI mean values, with winter and autumn around
0.42, spring around 0.75, and summer peaking at 0.75. The
MRCNN NDVI mean is closest to MODIS NDVI, significantly
improving upon AVHRR NDVI’s average of 0.55. MRCNN and
MODIS NDVI’s most significant proportions of mean values
cluster around 0.72, indicating high consistency and MRCNN’s
notable advancement over AVHRR NDVI.

4) WSA seasonal trends: WSA’s NDVI means display sea-
sonal trends, with MRCNN reflecting the closest correlation to
MODIS NDVI’s growth trend. The density distribution shows
MRCNN and MODIS NDVI’s most significant proportion of
means around 0.78, attesting to their consistency. MRCNN ’s
substantial improvement over AVHRR NDVI is evident, with
AVHRR’s largest proportion of means at 0.55, highlighting
significant underestimation.

5) SVA seasonal growth analysis: SVA exhibits distinct sea-
sonal NDVI mean values, with MRCNN closely mirroring
MODIS NDVI’s trend, particularly noticeable in the peaks
around 0.45 and 0.76. AVHRR NDVI, primarily concentrated
around 0.50, starkly underestimates the mean NDVI values com-
pared to MODIS NDVI, emphasizing MRCNN ’s substantial
enhancement in capturing the accurate growth status of ENF.

Overall, Fig. 12 underscores MRCNN’s superior performance
in closely matching MODIS NDVI’s mean values across dif-
ferent vegetation types and seasons, highlighting its effective-
ness in accurately capturing the growth trends and improving
upon the limitations observed in AVHRR NDVI outputs. In
spring, the MRCNN method demonstrates a robust association
with MODIS NDVI for the MF, SAV, and WSA ecological
communities. Concurrently, the correlation between the two
biomes further intensified during autumn. At the same time,
bicubic exhibits the most notable difference. A line graph and
the boxplot display the correlation between downscaled results
and MODIS NDVI. In addition, the results indicate that NDVI
demonstrates a seasonal variation. For example, the warming
and moistening of the North Atlantic warm current and the
cooling and drying effects of the winter cold current collec-
tively contribute to the seasonal changes. The results show
that the AVHRR NDVI is consistently underestimated for the
selected biological groups, persisting throughout the year. The
results of MRCNN indicate overestimation for ENF, EBF, MF,
and DBF in winter, but they align well with MODIS NDVI
in other seasons. SRCNN and ESPCN models show unstable
underestimation or overestimation, indicating that these ap-
proaches have complex nonlinear variations in their applicability
across different biological communities and experience seasonal
fluctuations.

NDVI temporal curves and growth trend lines offer invaluable
insights for scientists, agricultural experts, and environmental
managers in environmental monitoring, resource management,

and climate change research. It is reasonable to utilize NDVI
temporal curves and growth trend lines presenting the down-
scaled results. It becomes evident that the proposed MRCNN
method approach outperforms all the other methods in terms of
achieving a closer alignment with the mean phenology curves
of 1-km NDVI data and capturing the annual trend of NDVI
(Fig. 13). The results of temporal curves, growth trend lines, and
the spatial distribution analysis of the mean NDVI trend indicate
that the MRCNN method produces the closest approximation
of the mean values characterizing the growth change trend
(Fig. 13). In contrast, the 1-km NDVI downscaled results from all
the other methods all showed the underestimation of mean NDVI
annual trend found in southwestern Yunnan province compared
to the reference data from MODIS NDVI. These regions embody
high vegetation dynamics because of the elevation heterogeneity,
and only the proposed MRCNN method tackles this problem
efficiently (Fig. 13).

In presenting downscaled results, the MRCNN method has
demonstrated a superior ability to align with the growth patterns
observed in MODIS NDVI. Specifically, this method closely
approximates the mean value characterizing growth change
trends, displaying a high level of congruity throughout all the
months. Compared to other methods, the MRCNN approach
outperforms aligning with the mean phenology curves of 1-
km NDVI data and capturing the intra-annual NDVI trend
(Fig. 13).

Besides, the algorithm MRCNN demonstrates superior per-
formance in capturing single-year results and maintaining con-
sistency with the MODIS NDVI trend. As can be seen from
the annual time-series chart, the downscaled 1-km NDVI shows
the highest concordant level (23.50E-4) with the trend value of
MODIS NDVI (35.59E-4) (Fig. 13). Beyond mere trend value
comparison, the MRCNN algorithm also excels in capturing
the single-year results and maintaining consistency with the
MODIS NDVI trend (Fig. 13). The annual time-series chart
shows the MRCNN method’s downscaled 1-km NDVI aligning
most closely with the trend value of MODIS NDVI. However,
all other techniques exhibit varying degrees of uncertainty, over-
estimating the NDVI trend at different levels.

Moreover, the MRCNN method performs remarkably well
in aligning with the 1-km MODIS NDVI’s interannual trend,
effectively capturing the evolving trends’ characteristics. This
is apparent in the discernible downward trends in 2002, 2008,
and 2011, and varying degrees of upward trends in 2003, 2009,
and 2012 (Fig. 13). However, it is important to note that other
methods, such as the bicubic approach, ESPCN method, and
SRCNN, show some inconsistency with the observed MODIS
NDVI change patterns (Fig. 13).

The reliability of the MRCNN method is particularly high-
lighted in its ability to estimate data before 2000. This feature
enhances its referential value and makes it a robust tool for
long-term ecological and environmental studies. Furthermore,
the MRCNN method’s precise estimation of changes in vege-
tation growth states and trends is instrumental in various ap-
plications. It aids in identifying growth cycles, understanding
how vegetation responds to seasonal climate variations, detect-
ing shifts in land use, and assessing the impacts of climate
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Fig. 13. Growth trend lines and spatial distribution analysis of mean NDVI trends in Yunnan. Row 1: AVHRR NDVI, bicubic interpolation; Row 2: SRCNN,
ESPCN interpolation; Row 3: MRCNN method, and MODIS NDVI data.

change. Faced with natural disasters, the NDVI data generated
by the MRCNN method plays a pivotal role in evaluations,
providing critical insights into changes in vegetation. These
data are also essential in agricultural management, helping guide
irrigation, fertilization, and harvesting decisions. In biodiversity
conservation, the precise NDVI data can assist in identifying
ecologically sensitive areas and biodiversity hotspots. Thus, it
provides a scientific basis for planning and managing these
areas. In conclusion, the accuracy and reliability of the MR-
CNN method make it a valuable tool for scientists, agricultural
specialists, and environmental managers who rely on such data
for research and making decisions.

Prior research has explored how spatial resolution affects
leaf phenology tracking in temperate areas through observations
from multiscale remote sensing. For instance, Zhang et al. [72]
discovered that using imagery with a coarse spatial resolution
introduced uncertainties in land surface phenology, as evidenced
by a comparison with phenology derived from fine-resolution
imagery. Chen et al. [73] carried out a simulation study and
discovered that significant uncertainty in phenology extraction
is linked to coarser spatial resolution and the mixing of plant
species, a discovery further validated by Liu et al. [74] and Tian
et al. [75] utilized real-world satellite data. Similar effects of
mixing can be expected in tropical forests as the spatial resolu-
tion varies, owing to the combination of various forest compo-
nents (namely, bare branches, leaves, and shade in our context)
within each pixel. This aggregation impacts both the spectral
and spatial characteristics of the pixels [76], [77], leading to
ambiguities in characterizing tropical phenology. Nonetheless,
the influence of spatial resolution on measuring tropical leaf
phenology, as estimated through the deciduousness metric, is
still insufficiently investigated.

These investigations also revealed that a coarser spatial res-
olution might increase uncertainty in monitoring phenology
[74], [78]. The fundamental mechanism is complex, yet it can
primarily be attributed to the growing mix of species with the
expansion of pixel size, which diminishes the likelihood of
pure pixels in images of coarser resolution [79], [80]. This is
especially pertinent in tropical landscapes filled with evergreen

trees, where the crowns of deciduous trees make up a minor
portion of the canopy and are thinly scattered across the terrain
[81], [82].

B. Comparison With Previous Studies

The article introduces MRCNN, a novel image downscaling
approach, which merges residual and multidimensional net-
works, designed to preserve original image data, particularly
high-frequency details, for high-quality results. The MRCNN
method demonstrated a higher correlation with the 1-km MODIS
NDVI values, surpassing other algorithms and closely mirroring
the 1-km MODIS NDVI in the ENF, EBF, and MF categories
[83], [84], [85]. This finding underscores the reliability, ro-
bustness, and accuracy of our proposed approach, consistently
generating the most favorable outcomes across all seasons and
growth periods [86], [87], [88].

To comprehensively assess and validate our downscaling al-
gorithm’s efficacy in practical applications, we carefully selected
five distinct feature types, encompassing a range of both natural
and artificial surface characteristics, such as typical forests,
farmlands, and grasslands (Fig. 4). We randomly selected a point
from each feature and followed their time-series curves from
2001 to 2015 (Fig. 5). This methodology allowed for extensive
and long-term observations, leading to a thorough understanding
of the practical implications and significance of downscaling.

Building on this foundation, this article focused on a specific
timeframe, treated as an autonomous, discrete interval. This
approach facilitated a detailed examination of the alignment
between the downscaling outcomes and the MODIS NDVI, a
commonly used vegetation index critical for evaluating surface
attributes and monitoring changes in surface vegetation [89],
[90], [91]. Comparative analysis revealed that our MRCNN
algorithm produced outcomes that demonstrated a higher align-
ment with MODIS NDVI for the five typical features. This result
indicates that our algorithm can more accurately represent the
true characteristics of these features, underscoring its significant
practical utility (Fig. 12). Upon conducting individual exam-
inations of each year of the five features as separate intervals,
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our method showed marginally superior alignment with MODIS
NDVI compared to four other methods, reinforcing the superi-
ority of our downscaling algorithm.

Examination of the time curves revealed that our method
successfully learned richer texture information. By contrast,
SRCNN and ESPCN showed a lower capacity for learning
texture details, leading to some degree of underestimation. This
finding underlines the enhanced accuracy of our algorithms in
extracting and acquiring texture information (Fig. 6).

Through comparative analysis, we found that our MRCNN
downscaling algorithm produced results that aligned signifi-
cantly more with the MODIS NDVI for the selected five features.
This finding suggests that our algorithm can more accurately
represent the true characteristics of these features, providing
substantial practical significance [92], [93], [94]. When we
conducted individual examinations of each year for the five fea-
tures as discrete intervals, our method demonstrated marginally
superior correspondence with MODIS NDVI compared to the
other four methods, despite overall improvements. This find-
ing underscores the superiority of our downscaling algorithm.
Analyzing the timing curves revealed our method’s successful
learning of richer texture information [Fig. 4(a)].

In contrast, it was observed that SRCNN and ESPCN ex-
hibited a lower capacity for texture detail learning, resulting in
some degree of underestimation. This highlights our algorithms’
enhanced accuracy and superior texture information extraction
and acquisition capability. The bilinear interpolation method
showed a clear tendency to underestimate and produce fewer
estimated texture details [Fig. 4(a)]. This further emphasizes our
downscaling algorithm’s superior accuracy and performance in
dealing with diverse features compared to other methods.

When conducting individual examinations of each year of the
five selected features as separate intervals, our method demon-
strated marginally superior alignment with MODIS NDVI as
compared to the other four methods, despite overall advance-
ments (Fig. 6). This finding strengthens the superiority of our
downscaling algorithm. Our method successfully learned to
capture richer texture information by examining timing curves.
Conversely, we observed that SRCNN and ESPCN demon-
strated a lower capacity for learning texture details, resulting in
a certain level of underestimation [95], [96], [97]. This finding
underscores our algorithms’ superior capability and enhanced
accuracy in extracting and acquiring texture information. The
bilinear interpolation method displayed a noticeable tendency
to underestimate and yield fewer estimated texture details. This
further highlights our downscaling algorithm’s superior accu-
racy and performance in managing diverse features compared
to alternative methods.

The dataset used in this article is important in environmen-
tal science and ecology, with implications spanning various
disciplines. By utilizing the MRCNN method, we success-
fully transformed low-resolution NDVI data into high-resolution
data. This conversion facilitates an enhanced understanding
of surface vegetation cover and ecosystem dynamics. Our
findings reveal detailed insights and spatial distribution pat-
terns of NDVI data, giving us a precise knowledge of vege-
tation growth and overall ecosystem health. These insights are

valuable for decision-makers and practitioners involved in en-
vironmental protection and sustainable development initiatives.
The application of the MRCNN method has further significant
implications. Specifically, transforming low-resolution NDVI
data into high-resolution data allows for more effective mon-
itoring and assessment of changes in vegetation dynamics. This
is particularly crucial in agriculture, forestry, and grassland man-
agement where accurate vegetation data are vital for informed
decision-making and efficient resource allocation. Furthermore,
our proposed methodology advances our understanding of the
complex relationship between vegetation and climate change.
Through close examination and analysis of NDVI data, we
can gain deep insights into how vegetation responds to climate
change. This empowers us to develop improved strategies for
climate change adaptation and mitigation.

MRCNN is designed to preserve original image data, espe-
cially high-frequency details, and it extracts extensive features
at various scales. This approach amalgamates output and input
data, maximizing the strengths of deep and shallow features.
Furthermore, MRCNN employs residual blocks to tackle gra-
dient vanishing and exploding issues and incorporates volume
scaling to maintain computational efficiency while expanding
the network’s receptive field. As a result, MRCNN demonstrates
superior downscaling accuracy and effectiveness. In addition,
MRCNN utilizes a contrastive learning strategy, leveraging
high-resolution images to enhance the network’s adaptability
to different image contents and structures. Hence, MRCNN
exhibits exceptional performance in image downscaling, par-
ticularly for complex images. This superior performance can
be attributed to MRCNN’s unique design principles, techni-
cal resources, and learning methods, thereby outperforming
other image-downscaling algorithms in accuracy, efficiency, and
adaptability.

On the other hand, the conventional methods, such as SRCNN
and ESPCN comparison methods used in this article, rely largely
on the sample numbers. A study showcased that SRCNN has
difficulty in fighting against adversarial features [98], which may
explain the outcomes in Figs. 4 and 5 that SRCNN cannot adjust
the NDVI value of the original AVHRR NDVI. Although the
ESPCN algorithm has been proven to require less running time
and feature input than SRCNN; however, the ESPCN algorithm
still depends largely on the neighboring learning feature, that
is, the large dependence on the surrounding pixels [99]. As a
result, when it comes to the regions where the target learning
feature sporadically occurs or disappears, the ESPCN yields
poor performance, sometimes even worse than SRCNN [30].
As can be seen from Figs. 5 and 7, the details in southwestern
Yunnan failed to be captured by ESPCN rather than SRCNN. As
mentioned before, southwestern Yunnan embraces complicated
elevation because of the intertwining valleys and mountains; as
a result, the texture of vegetation can be very complex.

C. Limitations of the MRCNN Method

Through the analysis of five typical biomes, we can find that
some challenges for the MRCNN method still exist. Regardless
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of biome types, MRCNN constantly reconstructs an underes-
timated NDVI, which can be seen in Fig. 12. What is more,
sometimes MRCNN can lead to similar performance or slightly
worse than SRCNN and ESPCN, for example, in summer,
winter, and growing seasons in SAV and WSA biomes. This may
be due to the ignoration of seasonal changes within the training
samples. In our proposed method, we have extensively changed
the architecture of the neural network, but this may surrender to
the requirements of very reliable samples [100]. Future article
should comprehensively investigate the relationships between
the MRCNN learning process and rigorous sample selection.
The proposed method also requires significant computational
resources and high-quality input data, which may not be readily
available in some scenarios.

Furthermore, handling the long-term data series large volume
and complex algorithms can pose challenges. Despite these
constraints, the MRCNN represents a significant advancement
in enhancing the spatial resolution of NDVI, supplementing
the data gap of MODIS availability before 2000 in support of
decision-making in environmental preservation and sustainable
development. Continued research and improvement are neces-
sary to optimize the method’s use and contribute to environmen-
tal science and ecology advancements.

The vegetation index, a critical measure for understanding
the health and status of various plant life, is influenced by
an extensive array of factors that significantly complicate its
analysis and interpretation. Among these factors are the ambient
temperature, the amount of precipitation an area receives, and
the moisture content present in the soil. This complexity is
further underscored in this article, which focuses on how the
vegetation index is affected by introducing additional types of
data, namely DEM and detailed maps that categorize land into
different classifications based on their characteristics and use.
The importance of these other data types lies in their ability to
provide more nuanced insights into how elevation and land use
variations can impact vegetation’s health and distribution across
different regions. Future article endeavors are planned to expand
upon this foundation by incorporating even more data sources.
These efforts aim to deepen our understanding of the factors that
influence the vegetation index, improving our ability to monitor,
predict, and manage the natural environment more effectively.

VI. CONCLUSION

The present article introduces the MRCNN method, a deep-
learning algorithm designed to enhance the spatial resolution of
the NDVI from 5 to 1 km using historical imagery. Employing
a multiscale network and a ResNet, this method facilitates
extracting relevant features and the establishment of robust
spatial–temporal correlation distributions between NDVI data
of different resolutions. The inclusion of the DEM dataset and
CLCD dataset as prior knowledge further refined the downscal-
ing framework. Contributions of this article can be enumerated
as follows: 1) the pioneering integration of the ResNet network
with a multiscaled network for downscaling tasks; 2) the gener-
ation of a high-resolution 1-km NDVI dataset spanning 1982 to
2015 enhances the spatial resolution and temporal coverage of

NDVI products, particularly those produced before 2000; and
3) providing detailed and accurate spatial information about
vegetation changes facilitates a more comprehensive vegetation
analysis. Rigorous testing confirms the compatibility of the
products generated by the MRCNN method with the 1-km
MODIS NDVI products.

By employing deep-learning-based downscaling techniques
on 0.05°AVHRR NDVI data from 1982 to 2015, this article
demonstrates the use of neural network architecture in obtaining
a 1-km NDVI. The significance of this achievement lies in its
ability to facilitate more accurate feature classification before
2000 and to enable the analysis of changes in the spatial and tem-
poral attributes of these features over time. Empirical evidence
supports that the downscaled data consistently capture temporal
1-km NDVI data from 1982 to 2015. This ability to acquire
comprehensive and continuous datasets is crucial for analyzing
pre-2000 changes in vegetation coverage. In the spatial domain,
resolution has been significantly enhanced from 0.05° to 1 km,
an advancement of great scientific importance. While models,
such as bicubic, SRCNN, and ESPCN, have contributed to
the prediction of historical MODIS NDVI, they exhibit slight
underperformance across various time scales. In contrast, the
MRCNN method presented in this article demonstrates superior
predictive capability, accurately capturing historical MODIS
NDVI data for Yunnan Province and assisting in reconstructing
long-term MODIS NDVI datasets. Notably, this article marks the
first application of 1-km MODIS data spanning 1982 to 2015,
a breakthrough anticipated to advance research in related fields
significantly.
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