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A B S T R A C T   

The wind energy industry has expanded in recent years. Promotion of the Sustainable Development Goals (SDGs) 
is expected to further increase the scale of the wind energy industry. Determining the location and quantity of 
wind turbines is crucial for monitoring the development status of the wind energy industry and evaluating wind 
energy production. In this study, we propose a method for simultaneously detecting and positioning wind tur
bines in remote sensing images, namely, Wind Turbine YOLO (WT-YOLO), based on the You Only Look Once 
version 5 model (YOLOv5). The wind turbine hub, base, and shadow hub are treated as key points in the pro
posed method. Regression terms are incorporated into the head of the YOLOv5 basic framework to predict the 
location of these three key points. The base point is utilized to determine the exact position of the wind turbine. A 
multibackground and multiresolution wind-turbine image dataset is constructed by sampling high-resolution 
images from Google Earth. The WT-YOLO method outperforms existing methods in both wind turbine detec
tion and positioning on different types of land cover backgrounds and multiresolution images of the constructed 
dataset. In the spatial resolution range of 0.6 m to 5.4 m, WT-YOLO exhibits enhanced wind-turbine detection, 
where the average precision (AP) is 5.92 % to 15.43 % higher than that of existing wind-turbine detection 
methods. Wind-turbine positioning by WT-YOLO has a mean distance error (MDE) that is 16.06 m to 21.59 m 
lower than that of existing wind-turbine positioning methods. A comparative analysis showed that the shadow 
and the three key points are effective features for wind-turbine detection. The proposed WT-YOLO model can 
support detection, positioning and counting for wind turbines worldwide.   

1. Introduction 

Wind is an environmentally friendly source of energy for modern 
society (Saidur et al., 2011) and an essential component of renewable 
energy (Sadorsky, 2021). The use of wind energy can help mitigate the 
greenhouse effect and facilitate progress toward realizing the SDGs 
(Olabi et al., 2023). According to the Global Wind Energy Report 2023 
by the Global Wind Energy Council (GWEC), the past three years have 
witnessed the largest annual increase in wind capacity installations in 
history. On average, 88.8 GW of wind capacity is installed globally 
annually. Over the next five years, 680 GW of new wind capacity will be 
installed globally (GWEC, 2023). WindEurope estimates that the EU will 
need to reach 440 GW of installed wind capacity by 2030 to meet its 
renewable energy target (WindEurope, 2023). Several studies have 
projected broad prospects for development of the wind energy industry 
driven by technological advances, cost reductions, policy support and 

other favorable conditions (GWEC, 2023; European Commission et al., 
2022; EIA, 2023; IEA, 2023). The growth rate of global installed wind 
capacity is expected to increase. 

The rapid global expansion of the wind energy industry has led to a 
dramatic increase in both the quantity and range of spatial distribution 
of installed wind turbines. The location and quantity of wind turbines 
are crucial factors in assessing the effectiveness of wind farms (Parada 
et al., 2018; Song et al., 2016), predicting the annual energy production 
of wind farms (Grassi et al., 2014), optimizing the layout of wind farms 
(Wu et al., 2021), and evaluating the development potential of wind 
power projects (Sliz-Szkliniarz et al., 2019). However, a large number of 
wind turbines around the world are not precisely located. The 
complexity and diversity of the backgrounds of wind turbines installed 
in different areas make it difficult to obtain accurate wind turbine lo
cations by remote sensing (Zhang et al., 2021a,b; Mandroux et al., 
2022a; Mandroux et al., 2022b). Therefore, it would be useful to develop 
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a fast and intelligent method for extracting the locations of wind tur
bines that is applicable to different land cover backgrounds around the 
globe to monitor the distribution and quantity of wind turbine in
stallations worldwide. 

With the development of sensor technology, remote sensing has 
become an indispensable tool for observing specific ground targets. 
Wind turbines consist of blades and cylindrical towers made of metallic 
materials. In an optical remote sensing image, a wind turbine appears as 
white highlights and a distinct spatial structure. In practice, a certain 
spacing must be maintained between wind turbines to reduce the impact 
of the wake of a wind turbine on the power generation efficiency (Wang 
et al., 2022), such that individual wind turbines appear as independent 
targets. However, the United States Wind Turbine Database compiled by 
Rand et al. (2020) shows that wind turbines come in a wide range of 
sizes, from 30 to 200 m. Insufficient spatial resolution can result in both 
blurring of blade-shape features and failure to detect small wind tur
bines. High-resolution optical remote sensing imagery is ideal for wind 
turbine identification because submeter spatial resolution can be ach
ieved, which enhances the structural characteristics of wind turbines 
and increases the visibility of small wind turbines. In SAR imagery, 
offshore wind turbines exhibit features similar to manmade metallic 
targets in the oceanic background and therefore appear prominent on 
the sea surface (Ferrentino et al., 2019). However, onshore wind tur
bines are difficult to detect in SAR imagery because of land background 
clutter (Zhang and Hao, 2022). Thus, SAR imagery is unsatisfactory for 
observing wind turbines against complex land cover backgrounds. 

The algorithms for extracting wind turbines have been continuously 
innovated in recent years. Scholars have proposed various methods that 
can be broadly categorized into three types based on the extraction al
gorithms and the output results: segmentation, positioning, and detec
tion. Some scholars have adopted the segmentation technique to 
extract the outlines of wind turbines from remote sensing images. Chen 
et al. (2018) targeted the wind turbine body, used the traditional sa
liency object detection method to segment wind turbines in six Google 
Earth images in three counties in China, and produced binarization re
sults. Han et al. (2018) developed the target U-net model to segment 
wind turbines in five Gaofen-2 images in the Shanxi and Shandong 
provinces in China, where the shadow feature was used to target wind 
turbines. The positioning method predicts the base position of wind 
turbines in an image. Mandroux et al., (2021, 2022a, 2022b) applied an 
a contrario approach in which the shadow feature was used to help locate 
wind turbines in several Sentinel-2 data covering the USA. Zhou et al. 
(2019) built five weakly supervised model structures based on the same 
backbone, namely, class activation mapping (CAM) (Zhou et al., 2016), 
improved gradient-weighted class activation mapping (Grad-CAM++) 
(Chattopadhyay et al., 2018), soft proposal networks (SPN) (Zhu et al., 
2017), weakly supervised learning of deep convolutional neural net
works (WILDCAT) (Durand et al., 2017), and peak response maps (PRM) 
(Zhou et al., 2018), and compared the performance of these five struc
tures for high-resolution satellite imagery of the United States. 
WILDCAT was found to be the most effective weakly supervised struc
ture for locating wind turbines. Manso-Callejo et al. (2020) located wind 
turbines by segmenting the base of a wind turbine in an image and 
calculating the location of the center of mass. Combinations of LinkNet 
or U-net segmentation structures with different backbone networks were 
tested on PNOA aerial images taken in Spain, and the combination of 
LinkNet and EfficientNet-b3 was found to be the most effective for wind 
turbine positioning. Manso-Callejo et al. (2021) subsequently proposed 
a framework for locating and categorizing wind turbines into three 
installed capacity intervals. The VGG model was used to filter out images 
containing wind turbines from PNOA aerial orthophotos from all over 
Spain, and the bases of the wind turbines were segmented to locate the 
turbines, which were then categorized into the three predetermined 
installed capacity intervals using the VGG model. Some research groups 
are working on the positioning of offshore wind turbines. Zhang et al. 
(2021a,b) applied adaptive thresholding, morphological operations, and 

center-of-mass computation to worldwide preprocessed Sentinel-1 SAR 
imagery to locate global offshore wind turbines. Hoeser et al. (2022) 
created a global dataset of offshore wind turbine locations that were 
determined by detecting offshore structures from Sentinel-1 SAR imag
ery, using two faster region-based convolutional network (Faster R- 
CNN) models, and pinpointing the exact turbine locations within a 
bounding box based on the peak of the backscatter coefficient. The ob
ject detection algorithm extracts wind turbine information and then 
creates a corresponding bounding box. Abedini et al. (2019) utilized 
Feature from Accelerated Segment Test (FAST) and Speeded Up Robust 
Features (SURF) as feature extractors along with Fast Library for 
Approximate Nearest Neighbors (FLANN) as a matcher to produce 
bounding boxes for wind turbines in ground-based photographs. Zhang 
et al. (2021a,b) used a Faster-R-CNN-based iterative detection frame
work to detect wind turbines and their accompanying shadows from 2-m 
resolution remote sensing imagery of regions throughout China. 

Several critical issues have not been addressed in the aforementioned 
studies. First, the diversity of the data background has not been suffi
ciently considered. Images from a single region with a limited land cover 
background have primarily been investigated. However, landscapes 
vary considerably across regions worldwide and are substantially more 
complex than the limited backgrounds that have been used in these 
studies. Second, shadow features were incorporated into wind-turbine 
extraction methods in studies by Han et al. (2018), Zhang et al. 
(2021a,b), and Mandroux et al., (2021, 2022a, 2022b) but not in studies 
by Chen et al. (2018), Zhou et al. (2019), Abedini et al. (2019), and 
Manso-Callejo et al., (2020, 2021). However, the impact of shadows on 
wind-turbine extraction has not been explored. Third, the aforemen
tioned methods are intended to be applied to single-resolution images 
and may not be suitable for images with multiple resolutions. Given the 
abundance of available remote sensing data at varying resolutions, it is 
crucial to develop algorithms that are capable of processing images with 
multiple resolutions. However, the effectiveness of applying these al
gorithms to multiresolution images has not been investigated. There is a 
lack of established algorithms for effectively identifying wind turbines at 
varying resolutions. In addition, wind-turbine detection algorithms rely 
on bounding boxes to identify the turbine but cannot precisely locate the 
turbine base. Mandroux et al., (2021, 2022a, 2022b) and Manso-Callejo 
et al., (2020, 2021) have developed a wind-turbine positioning model 
but it is still challenging to detect the wind-turbine base. Zhou et al. 
(2019) achieved 86.6 % accuracy using weakly supervised learning for 
positioning. However, weakly supervised learning may identify any part 
of the wind turbine and not specifically the base. 

Therefore, a deep learning model, WT-YOLO, based on YOLOv5 was 
proposed in this study for identifying wind turbines. Within this model, a 
wind turbine and its shadow were treated as an objective and three key 
points of the wind turbine are identified: the hub, base, and shadow hub. 
Regression terms were added to the head to predict the location of these 
three key points using the YOLOv5 model as the base framework. High- 
resolution satellite images from Google Earth were used to create a 
dataset with various land cover background types, and the algorithm 
was used to detect and position wind turbines in different areas globally 
from the constructed dataset. The algorithm detection performance was 
studied in its correlation to the key-point and shadow features of the 
wind turbine. Assessments were carried out on the performance of the 
WT-YOLO model on images of varying resolutions and the influence of 
land cover backgrounds on the model performance. The proposed WT- 
YOLO algorithm can detect wind turbines in remote sensing images at 
a spatial resolution of meters. This approach could facilitate the recog
nition of global-scale wind turbines. The primary contributions of this 
study are summarized below.  

• We identify key-point features in wind turbines that are integrated 
into wind-turbine detection to develop a deep learning model called 
Wind Turbine YOLO (WT-YOLO) that simultaneously performs 
detection and key-point positioning for wind turbines. 
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• Our model locates the exact position of a wind turbine according to 
the key points, achieving higher precision wind-turbine positioning 
across multiple spatial resolutions than existing models. We reduce 
the wind-turbine positioning bias to the meter level for the first time 
to achieve positioning results that far surpass existing methods.  

• Our model outperforms existing methods for wind-turbine detection 
across multiple resolutions.  

• We assess the impact of shadow and key-point features on wind- 
turbine detection. 

2. Data, sampling and labeling 

2.1. Data and sampling based on the background 

This study was performed on true-color images with a spatial 

Fig. 1. The five classes of land cover backgrounds. Each image in the figure is projected into UTM projection.  
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resolution of approximately 0.6 m that were obtained from Google Earth 
(shown in Fig. 1). To acquire the images containing wind turbines, it is 
crucial to obtain the geographical coordinates of the corresponding area. 
Dunnett et al. (2020) created freely accessible worldwide datasets of 
locations of wind and solar farms. This dataset contains the center-of- 
mass coordinates of wind farms worldwide in 2020, which can be 
used to roughly identify areas with wind turbines. As the number of 
turbines on each wind farm is included in the dataset, we could capture 
images proficiently. We filtered out wind farms with fewer than 10 
turbines to select wind farms located at the remaining coordinates as the 
image centers to obtain images covering a 1 km spatial extent around the 
centers. We meticulously inspected the acquired images and discarded 
those with missing wind turbines or turbines obstructed by clouds. To 
preserve the wind-turbine morphology accurately, we projected the 
images into the UTM coordinate system related to the UTM Zone 
centered on the image coordinates. 

In several studies, land surfaces of narrow roads, relief, and agri
cultural fields have been found to easily confuse detectors (Zhang et al., 
2021a,b; Mandroux et al., 2022a; Mandroux et al., 2022b). In particular, 
ridges within agricultural fields, mountain ridges, and roads highlighted 
in relief are ground targets that can be misdetected as wind turbines. 
Overlap between tall trees and the shadow of a wind turbine has been 
found to change the shape of the shadow in an image and water bodies 
have been found to obscure the shadow of a wind turbine in an image. 
Images are categorized into five classes based on the land cover back
ground that detectors tend to misdetect: farmland, forest, relief, water 
bodies, and desert/grassland (Fig. 1). Both deserts and grasslands are 
homogeneous and do not affect the shadow or body morphology of wind 
turbines; thus, these two types of land cover combined into a single 
background category. 

Twenty images were randomly selected for each background class 
that were evenly distributed across the globe (Fig. 2). Each image had an 
approximate width and height of 1700 pixels. These images were 
cropped into 416 × 416 pixel tiles with 75 % overlap. To ensure the 
feature integrity of each wind-turbine target, we meticulously screened 
all the tiles to select those containing at least one wind turbine with a 
complete body and shadow. The high overlap rate resulted in a single 
wind turbine target appearing in more than one tile. To minimize data 
redundancy, among tiles containing the same wind turbine, we only 
retained the tile in which the wind turbine was closest to the center. The 
filtered tiles were used to compile a dataset of wind-turbine images 
consisting of 353 tiles and 398 complete wind turbine instances. The 
classes of land cover background had similar numbers of tiles and in
stances (Table 1). 

2.2. Labeling 

Our model was designed to target wind turbines with shadows and 
their hubs, bases, and shadow hubs. In our image dataset, each turbine 
instance was manually annotated with a bounding box and three key 
points. To investigate the role of shadows and key points in wind-turbine 
detection, we defined two other types of targets: wind turbines with and 
without shadows. Each turbine was manually labeled with a bounding 
box for these two types of targets. Consequently, three distinct types of 
labels were used for each turbine (Fig. 3). For some wind turbines, 
cropping resulted in only the body or shadow of the wind turbine being 
visible at the edges of an image. These incomplete turbines (lacking 
essential characteristics) were not labeled in the training set. However, 
as the identification of incomplete targets was considered as a correct 
result during testing, incomplete turbines were labeled in the test set. 
The labeling process was performed using Labelme software. 

3. Methods 

3.1. WT-YOLO model 

As the heights of wind turbines typically range from tens to hundreds 
of meters, the shadows of wind turbines are clearly visible in images. 
The bases of wind turbines are visible because of the non-nadir viewing 
angle of satellite images. Turbine towers and blades are slender and 
therefore, do not typically obscure shadows and bases. A wind turbine in 
an image has three visible points: the hub, base and shadow hub. We 
considered these three points as stable features and included them in the 
wind turbine targets. The base point of the wind turbine indicates its 
exact location. We predicted the location of the base point to determine 
the exact location of the wind turbine. 

The You Only Look Once model (YOLO) series (Redmon et al., 2016; 
Redmon and Farhadi, 2017; Redmon and Farhadi, 2018; Bochkovskiy 
et al., 2020) is a classical one-stage model used in deep learning object 

Fig. 2. Global distribution of sample images.  

Table 1 
The numbers of tiles and instances in each of the five classes of land cover 
backgrounds.  

Background Tiles Instances 

Farmland 73 74 
Forest 81 100 
Relief 50 52 
Water 76 76 
Desert/Grassland 73 96  
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detection that treats object detection as a regression problem to deter
mine the location and size of a bounding box. The YOLO model has been 
applied to object detection in remote sensing images in many studies 
with excellent results (Xu and Wu, 2021; Zakria et al., 2022). Years of 
development of YOLOv5 have produced a fast and accurate object 
detection model. The proposed WT-YOLO model is an improvement on 

YOLOv5 (version 6.0). WT-YOLO fully inherits the data augmentation 
method as well as the backbone and neck structure of YOLOv5. The main 
improvement is the redesign of the head, which enables the model to 
incorporate the three key-point features. YOLOv5 regression in the head 
is used to predict the center position, width and height, confidence, and 
class of the bounding box. WT-YOLO extends the channel dimension 

Fig. 3. The three types of targets used for wind turbine identification. (a) The wind turbine body alone. (b) The wind turbine and its shadow. (c) The wind turbine, its 
shadow and three key points. 

Fig. 4. Structure of the WT-YOLO model. The three cubes in the head are the model outputs for one anchor. Point1, point2, and point3 represent the regression terms 
that predict the hub, base, and shadow hub coordinates of the wind turbine, respectively. The terms bbox, conf and cls represent the regression terms for the 
bounding box, confidence and class, respectively. 
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length of the output in the head by incorporating regression terms for 
the three key-point coordinates, as shown in Fig. 4. For each anchor, the 
length of the output in the channel dimension is extended to 12. 
Considering that WT-YOLO retains 3 anchors, the total length of the 
output in the channel dimension is 36. WT-YOLO simultaneously re
gresses the locations of the target bounding box and the key points, 
achieving simultaneous wind-turbine detection and key-point posi
tioning. As this simple structural addition only increases the computa
tion slightly, WT-YOLO effectively inherits the advantage of the 
inference speed of YOLOv5. 

The total loss of the original YOLOv5 has three components: the 
bounding box, class, and confidence. WT-YOLO retains these three 
components and adds the key-point loss directly to the total loss. The 
key-point loss is based on a wing loss function (Feng et al., 2018). The 
wing loss function is sensitive to small errors, which facilitates learning 
subtle positional deviations of a key point. The wing loss function is 
given by 

wing(x) =

⎧
⎪⎨

⎪⎩

w⋅ln
(

1 +
|x|
e

)

, if |x| < w

|x| − C, otherwise
(1)  

where w and e are two set parameters. w defines the range of the 
nonlinear region and is set to 10 in this study. e regulates the curvature 
of the nonlinear region and is set to 2 in this study. C is a constant that 
connects the linear and nonlinear components and is given by C =

w − w⋅ln(1 + w/e). Then, the key-point loss is given by 

lossp =
∑n

i=1
wing

(
px − p′

x

)
+wing(py − p′

y) (2)  

where px and py are the key-point coordinates output from the model 
and px′ and py′ are the ground truth key-point coordinates. n is the 
number of key-point coordinates, which is set to 3 in our model. The key- 
point loss is incorporated into the total loss as follows: 

loss = λa⋅lossa + λb⋅lossb + λc⋅lossc + λp⋅lossp (3)  

where lossa, lossb and lossc are the losses of the bounding box, class, and 
confidence, respectively. The same functions are used for these three 
losses are as in YOLOv5, where λa, λb, and λc are the weights of the three 
losses. In our model, λa, λb and λc are set to 0.05, 6.25E-3 and 4.225E-1. 
lossp is the key-point loss, and λp is the weight, which is set to 2E-3. As 
the key point only works in the correct bounding box, the bounding-box 
accuracy is prioritized over the key-point accuracy. Therefore, the key- 
point loss is weighted less than the bounding box loss in this study. 

3.2. Experiment details 

3.2.1. Division of training, validation and testing datasets 
The dataset was divided into training, validation, and testing sets in a 

7:2:1 ratio. We implemented a 10-fold cross-validation approach to 
mitigate the potential impact of the dataset division on the model per
formance and maximize the utilization of the dataset. The dataset was 
randomly separated into 10 subsets containing equal numbers of data. 
One subset was assigned as the test set. Two of the remaining subsets 
were randomly chosen to form the validation set, and the remaining 
seven subsets were used as the training set. Each subset needed to be 
used once as a test set, thereby creating ten group datasets derived from 
the original data with different partitions. 

3.2.2. Simulation resolution 
To assess the model performance at multiple resolutions, the ac

quired images were simulated to generate images at various resolutions. 
We obtained a Google Earth image with a spatial resolution of approx
imately 0.6 m. Mean resampling was applied to decrease the image 
resolution, followed by bilinear interpolation to restore the image size to 

simulate images at the meter level. As the smallest unit in the resampling 
process was one pixel, which was equivalent to 0.6 m, the simulated 
resolutions ranged from 0.6 m to 5.4 m in increments of 0.6 m. The 
coarsest resolution was restricted to 5.4 m because the slender turbine 
blades tended to become blurred at overly coarse resolutions. After the 
simulation, the resolution could be reduced without affecting the image 
size, which remained at 416 × 416 (Fig. 5). Identical labels were used for 
the original images and simulated images. The resolution simulation 
procedure was applied to each group dataset after data division. A total 
of 90 datasets were constructed, corresponding to 9 resolutions * 10 sets 
of samples. 

3.2.3. Model training, validation, and testing 
Transfer learning was used to train our model to achieve optimal 

performance in a shorter period of time, where all the layers were fine- 
tuned. The initial weights of WT-YOLO were the pretraining weights of 
YOLOv5 on the Common Objects in Context (COCO) dataset. The SGD 
optimizer was used with an initial learning rate of 1E-2, a final learning 
rate of 1E-3 after cosine learning rate decay, and a weight decay of 5E-4. 
The momentum was set to 0.8 during warmup and 0.937 after warmup. 
We set 3 warmup epochs, 300 total epochs, and a batch size of 16. WT- 
YOLO selects the best model in the validation based on the average 
precision at 0.5 (AP@0.5), corresponding to the average precision of 
detection when the intersection over union (IOU) threshold for a true 
positive is set to 0.5, without considering the accuracy of key-point 
positioning. Subsequently, the best model is evaluated on the test set 
to analyze the detection and positioning performance for wind turbines. 

In this study, YOLOv5, the base model of WT-YOLO, was also trained 
to assess the impact of the shadow and key-point features on wind- 
turbine detection. To ensure comparable accuracy, we used the same 
values for the hyperparameters that are used in WT-YOLO. The YOLOv5 
model was trained separately for the two types of targets: wind turbines 
with and without shadows. We trained the most effective wind-turbine 
detection and positioning models known to us to comparatively eval
uate the capability of WT-YOLO. The current most effective wind- 
turbine detection technique was developed by Zhang et al. (2021a,b). 
The comparative analysis is only valid for their detection model used, 
which is the Faster R-CNN model with ResNet-18 as the backbone, 
because of the different overall frameworks. DeepWind proposed by 
Zhou et al. (2019) is currently the best wind-turbine positioning model 
available. To ensure an adequate number of negative samples for 
DeepWind training, we randomly selected an equal quantity of pure 
background tiles as the tiles used for our model. For the purpose of 
comparison, all the aforementioned models underwent 90 training it
erations using the 10-fold multiresolution dataset. 

The APs of all the models were measured on the test set. The APs 
were compared to assess the detection performance of the models for the 
wind turbines in the images. The MDEs of all the models, except for 
Faster R-CNN, were measured on the test set to compare the perfor
mance of wind-turbine positioning. WT-YOLO locates the turbine posi
tion using the predicted base point position, and YOLOv5 adopts the 
center point of the bounding box as the positioning outcome. The 
ground truth location of each wind turbine is determined by the base 
point location indicated in the labels of WT-YOLO. As 10-fold cross- 
validation was used, the mean and standard deviation of the AP and 
MDE were calculated at each resolution. The mean and standard devi
ation further reflect the comprehensive performance and robustness of 
the models. 

The experiments were conducted on an Ubuntu server configured 
with an Intel Core i3-8350 K 4.00 GHz CPU, 32 GB RAM, and an NVIDIA 
GeForce RTX 1080ti GPU 12 GB environment. The models were devel
oped using the PyTorch framework. 

3.3. Evaluation metrics 

The AP and MDE were used as metrics of the wind-turbine detection 
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and positioning performance of the models, respectively. The AP is 
calculated as the area under the precision-recall curve (Padilla et al., 
2020). The formulas for the AP and related metrics are 

Precision =
TP

TP + FP
(4)  

Recall =
TP

TP + FN
(5)  

Pinterp(Ri+1) = maxP
(

R̃i+1

)

(6)  

AP =
∑n

i=1
(Ri+1 − Ri)⋅Pinterp(Ri+1) (7)  

where TP denotes true positives, FP denotes false positives, and FN de
notes false negatives. n denotes the number of interpolation points. Ri 

denotes the recall of the i th interpolation point. P(R̃i+1) indicates a set of 

Fig. 5. Original tiles and the corresponding simulated tiles at partial resolution.  
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precisions corresponding to all recalls greater than Ri+1. 
In this study, we established two criteria for defining True Positives 

(TP) to calculate the AP value. Except for DeepWind, other models 
employed the AP@0.5, which consider the predicted bounding box with 
an IOU greater than 0.5 with the ground truth bounding box and with 
the highest confidence as TP. For DeepWind, we consider predicted 
positioning points with the highest confidence within the ground truth 
bounding boxes containing shadow as TP. 

The MDE is a measure of the difference between the predicted and 
actual locations of a key point. The smaller the MDE is, the higher the 
accuracy of point positioning is. The MDE is calculated as 

MDE =

∑N
i

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xi − x′
i)

2
+ (yi − y′

i)
2

√

N
(8)  

where N is the number of TP, x and y are the coordinates of the point in 
the image, and i denotes the i th TP. 

4. Results 

An evaluation was performed on the wind-turbine detection perfor
mance of the investigated models, the positioning results of WT-YOLO 
for three key points and the exact positioning results of the models for 
the wind turbines, except for Faster R-CNN, which was not used for 
positioning. All the results were analyzed at resolutions ranging from 
0.6 m to 5.4 m. The mean cross-validation values were used to compare 
the accuracies of the models and analyze variations in the accuracy 
across multiple resolutions. 

4.1. Wind-turbine detection performance 

Table 2 shows the mean and standard deviation of the AP for each 
model on the test set. These data demonstrate that WT-YOLO performs 
highly accurate wind-turbine detection. The AP values of WT-YOLO are 
highly consistent, ranging from 92.53 % to 98.84 % under multi
resolution, with the standard deviation fluctuating between 0.73 % and 
3.86 %. This result shows that WT-YOLO is highly accurate, as well as 
durable and flexible, when applied across multiple resolutions. The 
fluctuations in the standard deviation are comparable to or even smaller 
than those of YOLOv5 and Faster R-CNN. The revised head structure 
does not adversely affect the total stability of WT-YOLO. In fact, the 
revised head structure boosts the total stability of WT-YOLO in specific 
situations. Compared to the other models, the proposed model clearly 
exhibits exceptional accuracy at resolutions between 1.2 m and 5.4 m, 
underscoring its outstanding performance. WT-YOLO may not be 
optimal at a resolution of 0.6 m. However, WT-YOLO can predict the 
exact locations of three key points and achieves an AP that is only 
slightly lower than that of YOLOv5, which focuses on shadowed wind 
turbines. WT-YOLO outperforms DeepWind and Faster R-CNN by a large 
AP margin at all resolutions, demonstrating the superior performance of 

WT-YOLO over those of existing algorithms. The WT-YOLO output is 
presented in Fig. 6, indicating the excellent ability of WT-YOLO to detect 
wind turbines in various scenarios. 

The results presented in Table 2 show that the same model detects 
wind turbines with shadows with a higher precision than wind turbines 
without shadows at every resolution, as has been found for YOLOv5. 
Thus, integrating the shadow feature into wind-turbine targets may 
enhance the efficacy of detection. Compared to YOLOv5, the detection 
performance of WT-YOLO for wind turbines with shadows is higher at all 
resolutions except 0.6 m and similar at the 0.6-m resolution. This result 
suggests that including key-point features can optimize detection at 
most resolutions. 

The results presented in Table 2 also illustrate the multiresolution 
robustness of WT-YOLO and that WT-YOLO has a considerable advan
tage over the other models at coarse resolutions. From the finest to the 
coarsest resolution, WT-YOLO overcomes the negative impact of 
decreasing resolution on the detection performance more effectively 
than the other models: the AP reduction is only 6.31 % for WT-YOLO 
compared to higher values of 11.93 %, 15.82 %, 17.67 %, and 
12.56 % for the other models. The APs of the other models decrease 
considerably as the resolution decreases, possibly because of gradual 
blurring of the blades, which makes the shape characteristics of the 
turbine less distinct. By contrast, the resolution has less of an effect on 
the three key points, which remain clearly visible even at low resolu
tions. The detection performance of WT-YOLO could be improved by 
relying on stable key-point features. At the 5.4-m resolution, the AP for 
WT-YOLO remains at an impressive 92.53 %, which is considerably 
higher than those of the other three models (of only 60.66 %, 77.10 %, 
80.77 %, and 86.52 %), which exhibit a substantial drop in performance. 
The notably superior WT-YOLO AP indicates that WT-YOLO is more 
suitable for remote sensing images with coarse meter-level spatial res
olution than the other models. Fig. 7 demonstrates that at submeter 
resolution, both WT-YOLO and YOLOv5 display comparable accuracy in 
detecting the target, whereas WT-YOLO also accurately identifies the 
three critical points. At roughly a meter-level resolution, WT-YOLO can 
still confidently detect the target and precisely mark its key points. 

4.2. Key-point positioning performance 

The positioning results of both WT-YOLO and YOLOv5 are correlated 
with the detection hyperparameters. We evaluated the positioning per
formance of these models using a threshold of 0.4 for the confidence 
level and a threshold of 0.45 for the nonmaximum suppression. The 
results presented in Table 3 indicate that WT-YOLO precisely locates the 
three key points at every resolution, with an MDE range of only 
approximately 4 m ~ 9 m. The MDE decreases gradually as the resolu
tion decreases, but the decrease is not considerable. WT-YOLO exhibits 
the lowest MDE for base-point positioning for six out of nine resolutions 
and can therefore provide strong support for precise wind-turbine 
positioning. The hub point has the lowest MDE at the three finest 

Table 2 
Comparison of the AP of models on the test set for different resolutions. The numbers before and after “±” represent the mean and standard deviation of the cross- 
validation, respectively. The bolded values indicate the highest accuracy at one resolution.  

Resolution AP（%） 

DeepWind Faster R-CNN(shadows) YOLOv5(w/o shadows) YOLOv5(shadows) WT-YOLO 
(shadows & key points) 

0.6 m 72.59 ± 11.45 92.92 ± 3.93 98.44 ± 1.21 99.08 ± 0.61 98.84 ± 1.18 
1.2 m 70.57 ± 13.59 92.18 ± 3.56 98.08 ± 1.81 98.42 ± 1.13 98.53 ± 1.38 
1.8 m 59.07 ± 19.52 92.14 ± 3.36 96.83 ± 2.59 98.03 ± 1.52 98.74 ± 0.78 
2.4 m 58.95 ± 22.03 91.83 ± 4.40 95.96 ± 2.80 97.46 ± 1.60 98.90 ± 0.48 
3.0 m 70.48 ± 11.46 88.52 ± 3.89 93.24 ± 4.35 97.44 ± 1.35 98.09 ± 1.33 
3.6 m 75.70 ± 17.19 85.66 ± 5.28 90.17 ± 4.76 95.87 ± 2.03 96.18 ± 2.33 
4.2 m 62.39 ± 18.19 82.93 ± 6.14 85.25 ± 5.12 90.41 ± 2.98 94.88 ± 3.94 
4.8 m 65.40 ± 18.15 82.44 ± 5.36 85.33 ± 3.53 90.18 ± 3.06 94.89 ± 3.55 
5.4 m 60.66 ± 17.61 77.10 ± 4.49 80.77 ± 6.37 86.52 ± 4.68 92.53 ± 3.75  
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resolutions, possibly because the prominent wind-blade features facili
tate hub positioning. 

Table 4 is a comparison of the exact positioning performance of the 
wind turbine of the models. The ground-truth exact position of the wind 
turbine is the base-point position labeled on the images. WT-YOLO 
calculates the MDE by only considering the predicted position of the 
base point. YOLOv5 uses the center point of the predicted bounding 
boxes as the predicted location of the turbine, and DeepWind directly 
outputs the predicted turbine location. Compared to the other models, 

WT-YOLO provides considerably more accurate wind-turbine posi
tioning results, especially at fine resolutions. At every resolution, the 
MDE is less than 7.4 m for WT-YOLO and over 21 m for the other models, 
indicating the suitability of using WT-YOLO for multiple resolutions. 
The comparative outcomes show that WT-YOLO is superior positioning 
to existing positioning methods and bounding box center-based methods 
for wind turbines. Compared to the other models, WT-YOLO displays 
superior positioning stability, with the lowest MDE standard deviation 
at every resolution. An analysis of the YOLOv5 results for the two types 

Fig. 6. Inference results of WT-YOLO. Each predicted target is generated with its bounding box, three key points and confidence level. The blue, green and red points 
represent the hub, base and shadow hub of the wind turbine, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 7. Detection results of three wind turbine targets on the same tile at two resolutions: (a),(b) and (c) 0.6 m and (d),(e) and (f) 5.4 m. The detection results of 
YOLOv5 for a wind turbine (a) and (d) without a shadow and (b) and (e) with a shadow; (c)and (f) are the results obtained using WT-YOLO. 
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of targets shows that the incorporation of shadow features amplifies the 
positioning bias because of the size of the bounding box is increased. 

5. Discussion 

5.1. Influence of background and sample 

The ability of a model to generalize and mitigate background inter
ference can be assessed from the model performance on images with 
backgrounds that were not previously seen. In this study, 0.6-m reso
lution images were used to test the capacity of WT-YOLO to detect wind 
turbines on previously unseen backgrounds. The test set comprised tiles 
with backgrounds belonging to the same class, and the training dataset 
consisted of tiles with the remaining four classes of backgrounds. Then, 
30 % of the training set data were allocated for validation. In this study, 
images were used with five different classes of backgrounds, where each 
class was successively used as the test background. The results presented 
in Table 5 show the excellent performance of WT-YOLO on the detection 
and exact positioning of turbines against each test background, 
demonstrating the strong generalization capability of WT-YOLO. 

However, the MDE of the relief and the AP@0.5 of the water are rela
tively high and low. This result shows that shadow deformation may 
interfere with the exact turbine position determined by WT-YOLO 
because a shadow is prone to be distorted by rugged terrain. Poor 
shadow visibility may reduce the detection performance of WT-YOLO 
because the water background is likely to obscure the shadow. 

Although the five background classes we categorized are applicable 
to most regions, backgrounds in different regions are intricate and 
diverse. Some backgrounds for wind-turbine images are not included in 
our dataset, such as the background of wind turbines installed near 
buildings, which should be classified as artificial surfaces. We are unable 
to assess the effectiveness of our proposed model against the back
grounds that are not included in our dataset. Therefore, it is essential to 
expand the background classes in the dataset by including backgrounds 
with fewer wind-turbine installations. Including a large quantity of data 
in the dataset can promote the ability of the model to extract potential 
features. Our constructed dataset comprises only 353 tiles, which is not a 
large sample size, despite the use of cross-validation to optimize data 
utilization. Unfortunately, as there are no publicly available high- 
resolution image datasets with wind-turbine bounding box labels, 
manual label creation is needed. It is imperative to increase the sample 
size when time and labor costs permit. The WT-YOLO labels also require 
three crucial points to be marked for each target, doubling the labeling 
effort required for bounding boxes alone. 

5.2. Evaluation of a single model trained on all-resolution data 

A model that can be effectively applied to mixed-resolution data has 
very broad applicability. In this study, we assessed the mixed-resolution 
applicability of WT-YOLO by integrating data with multiple resolutions. 
We used the previously constructed dataset to integrate data with all 
resolutions for each cross-validation split to create a mixed-resolution 
dataset. Data from the training set at all resolutions were merged, and 
the same procedure was applied to the validation and testing sets. This 
procedure prevented the same image from being distributed at various 
resolutions across these three sets. The model performance on data at all 
resolutions was still evaluated using 10-fold cross-validation. Table 6 
shows that WT-YOLO exhibits high applicability and robustness on 
mixed-resolution data, achieving an AP of over 95 % and an MDE of 
approximately 5 m. These results indicate that WT-YOLO can achieve 
high-precision detection for wind turbines and high-precision exact 
positioning for turbines even for mixed-resolution scenarios. WT-YOLO 
has a higher detection performance than YOLOv5 for both types of 
targets, and YOLOv5 with shadow targets has a higher detection per
formance than YOLOv5 without shadow targets. This result suggests 
that shadow and key-point features also have a noticeable impact on 
wind-turbine detection for mixed-resolution scenarios. 

5.3. Challenges and future work 

Although WT-YOLO achieves a high level of accuracy in key-point 
positioning, intricate backgrounds may impede further improvement 
of WT-YOLO performance. As the MDE results presented in Table 3 
indicate that the bias in key-point positioning is nonnegligible, the 
current accuracy may not be sufficient for research and applications 

Table 3 
Summary of MDE results for positioning of three key points in WT-YOLO at 
multiple resolutions. The numbers before and after “±” represent the mean and 
standard deviation of the cross-validation, respectively. The bolded values 
indicate the lowest MDE at one resolution.  

Resolution MDE (m) 

Point1(hub) Point2(base) Point3(shadow hub) Average 

0.6 m 4.60 ± 0.80 4.62 ± 1.15 5.05 ± 1.28 4.76 ± 1.10 
1.2 m 4.57 ± 0.57 4.84 ± 0.75 4.95 ± 1.42 4.79 ± 1.00 
1.8 m 4.87 ± 0.87 5.04 ± 0.65 5.30 ± 1.28 5.07 ± 0.99 
2.4 m 5.00 ± 0.44 4.77 ± 1.17 5.46 ± 1.35 5.08 ± 1.10 
3.0 m 5.34 ± 0.81 5.32 ± 1.04 6.10 ± 0.94 5.59 ± 1.00 
3.6 m 6.30 ± 0.97 6.01 ± 1.33 6.77 ± 1.71 6.36 ± 1.40 
4.2 m 6.67 ± 1.04 6.35 ± 1.39 6.68 ± 0.93 6.56 ± 1.14 
4.8 m 6.55 ± 1.04 6.42 ± 1.50 7.80 ± 1.17 6.59 ± 1.26 
5.4 m 8.28 ± 2.73 7.40 ± 0.97 8.72 ± 2.21 8.13 ± 2.17  

Table 4 
Comparison of MDEs for wind-turbine positioning results of models at multiple 
resolutions. The numbers before and after “±” represent the mean and standard 
deviation of the cross-validation, respectively. The bolded values indicate the 
lowest MDE at one resolution.  

Resolution MDE (m)  

DeepWind YOLOv5 
(w/o 
shadows) 

YOLOv5 
(shadows) 

WT-YOLO 
(shadows & key 
points) 

0.6 m 26.21 ± 3.64 25.89 ± 5.23 35.31 ± 4.06 4.62 ± 1.15 
1.2 m 25.66 ± 3.44 26.13 ± 5.39 35.33 ± 4.66 4.84 ± 0.75 
1.8 m 24.60 ± 4.78 26.41 ± 6.24 35.38 ± 3.95 5.04 ± 0.65 
2.4 m 24.91 ± 6.29 25.99 ± 8.17 35.13 ± 3.92 4.77 ± 1.17 
3.0 m 21.75 ± 4.79 27.74 ± 9.74 35.50 ± 4.51 5.32 ± 1.04 
3.6 m 22.07 ± 6.29 22.29 ± 9.04 36.26 ± 4.32 6.01 ± 1.33 
4.2 m 23.64 ± 5.42 26.93 ± 6.69 36.65 ± 4.04 6.35 ± 1.39 
4.8 m 25.04 ± 7.85 25.33 ± 6.98 36.70 ± 4.24 6.42 ± 1.50 
5.4 m 25.08 ± 4.10 28.04 ± 8.50 38.00 ± 5.89 7.40 ± 0.97  

Table 5 
Overview of results for detection and positioning obtained by WT-YOLO for 
backgrounds not contained in the training set.  

Background AP@0.5 (%) MDE (m) 

Farmland  98.0  8.22 
Forest  98.1  7.48 
Relief  98.8  10.84 
Water  96.9  8.16 
Desert/Grassland  98.9  8.05  

Table 6 
Overview of the results for detection and positioning of models on all-resolution 
mixed data. MDE denotes the MDE for the exact position of wind turbines. The 
numbers before and after “±” represent the mean and standard deviation of the 
cross-validation, respectively.  

Models AP@0.5 (%) MDE (m) 

WT-YOLO 95.81 ± 2.62 5.54 ± 1.57 
YOLOv5 (shadows) 94.13 ± 1.89 36.39 ± 4.55 
YOLOv5 (w/o shadows) 89.42 ± 2.67 22.08 ± 1.34  
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requiring precise key-point locations. A limitation of WT-YOLO is the 
high positioning bias of the shadow hub point. The shadow hub point 
consistently exhibits the highest MDE across all resolutions, whereas the 
other two points have lower and comparable MDEs. On average, at the 
same resolution, the MDE of the shadow hub point is 0.65 m higher than 
that of the point with the lowest MDE. The deformation of shadows 
caused by changes in terrain and solar altitude may pose a challenge to 
accurately predicting the shadow hub point. 

Future work will concentrate on reducing the bias in key-point 
positioning, particularly for shadow hub points, and exploring applica
tion of key-point positioning. The potential of WT-YOLO to process 
images with meter-scale spatial resolution has been demonstrated. In 
future research, applying WT-YOLO to imagery with meter-scale spatial 
resolution and higher temporal resolution could be a promising 
approach for quickly monitoring the spatial dynamics of wind turbines. 

6. Conclusion 

We introduce a method for the simultaneous detection and posi
tioning of wind turbines named WT-YOLO. The method consists of 
identifying a wind turbine, its shadow, and three key points (the hub, 
base, and shadow hub) as targets. The head structure of YOLOv5 is 
adjusted by adding regression terms for key-point localization. We used 
high-resolution images from Google Earth to create a dataset of images 
with multiple backgrounds and resolutions to conduct comprehensive 
comparative studies. The proposed approach outperforms existing 
methods in detecting and positioning wind turbines. The proposed 
method is highly stable at various resolutions and performs well against 
different backgrounds. The proposed method exhibits superior perfor
mance to existing methods at coarse resolutions, suggesting that the 
proposed method could be used to enhance the monitoring efficiency by 
being applied to satellites with 3–5 m resolutions and a shorter revisit 
period. The results of this study demonstrate that the shadow and 
distinctive key-point features of wind turbines considerably facilitate 
turbine detection. 

The novel proposed method both enhances the efficiency of detect
ing wind turbines at multiple resolutions through the integration of key- 
point features and precisely locates the wind turbine using the base 
points. Next, we will primarily focus on refining the placement of key 
points to increase the precision of positioning of wind turbines. We will 
apply the model to other image-based data sources to monitor sub
stantial changes in the spatial distribution of wind turbines on a large 
scale. 
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