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A B S T R A C T   

Measurements of leaf area index (LAI) are important for modeling microclimate in vegetation research. Among 
the instruments for measuring the LAI, smartphone cameras are becoming an attractive alternative to special LAI 
instruments. However, the narrow full field of view (FOV) of the common smartphones offer only an effective 
viewing zenith angle (VZA) of less than 35◦ when the camera is pointing straight up. To overcome this limitation, 
we propose a method to estimate LAI from an inclined smartphone camera that can enlarge the range of the 
sensor’s effective VZA. With the directional gap fractions extracted from the images taken by the inclined 
smartphone camera, a curve matching algorithm is used to iteratively search for the simulated G functions, i.e. 
functions of mean tilt angle (MTA) and VZA. The MTAs corresponding to the matched G functions are selected as 
ancillary parameters to help calculate the LAI. The proposed method is validated using data collected over crops 
and trees by a LAI-2200 instrument and a Huawei Honor 7 smartphone. The results reveal that an inclination 
angle of 30◦ from zenith is superior to other angles of 0, 45 and 60◦. A good agreement between the LAI 
measurements from the proposed method and those from the LAI-2200 supports the accurate estimation of 
MTAs. The success of the MTA estimates and thus LAI measurements is attributed to the enlarged VZA ranging 
from 4◦ to 60◦, and this VZA is comparable with that of the LAI-2200 instrument. The attraction of the proposed 
method is that it does not rely on the empiric al G value or MTA, providing an affordable alternative to tradi
tional commercial instruments. Future efforts can be directed to automatically capture images when the 
smartphone is inclined to the desired angle.   

1. Introduction 

The leaf is an important photosynthesis organ for most land vege
tation. Leaf area index (LAI), defined as half of the total surface area per 
unit ground area (Chen and Black, 1992), is the quantitative represen
tation of the ratio of leaf area corresponding to its vertical projection to 
the ground. LAI affects how incident photosynthetically active radiation 
is distributed on plant leaves, thus directly affecting plant productivity 
(Ross, 1981). The measurements of LAI can be achieved either directly 
from destructive plant harvest or indirectly by sensor-based method. 
Direct measurement is time- and labor-intensive since it requires out
door manual collection of leaf samples and indoor measurements using a 

scanner, e.g., an LI-3000C Portable Leaf Area Meter (LI-COR, Lincoln, 
NE, USA), or the specific-leaf-area method (Chen et al., 1997). Indirect 
measurements, which in most cases rely on light-sensitive sensors to 
detect the transmitted light through the plant canopy, is more attractive 
for its convenience in fieldwork. Both methods have been reviewed in 
recent decades (Bréda, 2003; Jonckheere et al., 2004; Weiss et al., 2004; 
Welles, 1990). Recently, indirect optical methods were reviewed by Yan 
et al. (2019). A summary of the reviewed work shows that camera-based 
optical methods are one of the mainstream methods to carry out field 
LAI collection, taking advantage of their low cost and high availability. 

The foundation of the camera-based method is to calculate the can
opy gap fraction from a captured image and then transform gap fraction 
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into LAI by a Beer-Lambert law based model that states that 

p(θ) = exp
(

−
G(θ)

cos(θ)
L
)

, (1)  

where θ is the viewing zenith angle (VZA), which can be derived from 
camera geometry, p is the gap fraction, which can be calculated from the 
classification of the canopy image, G is the projection of unit foliage area 
on the plane perpendicular to the viewing direction, and is a function of 
the leaf angle distribution (LAD) or MTA and VZA. Here, L is termed 
effective LAI or LAIe in the literature (Nilson, 1971). It is assumed that 
leaves are spatially randomly distributed, and the clumping index is not 
considered (Chen and Cihlar, 1995). The LAIe can be corrected by the 
clumping index to produce the true LAI (LAIt). In this study, we focus on 
LAIe instead of LAIt because quantifying LAIe using optical-based indi
rect methods is the first step to estimate LAIt (Ryu et al., 2010a). 

LAI can be calculated by solving Eq. (1) as 

L = −
cos(θ)
G(θ)

ln(p(θ) ). (2) 

In Eqs. (1) and (2), there are two unknown free variables, i.e., L and 
G. Given L as the target variable, determination of G needs the knowl
edge of LAD or its derived value as MTA. Basically, rational assumptions 
or proper calculated values of the G are desired to accurately estimate 
the LAI. 

A digital hemispherical (DHP) camera can produce images with a full 
field of viewing (FOV) of 180◦; as a result, it is possible to obtain gap 
fraction as a function of zenith angle varying from 0 to 90◦ because the 
viewable range of the camera is related to the sensor’s FOV. The CAN- 
EYE software (Weiss and Baret, 2017), which is widely used in pro
cessing DHP images to retrieve LAI, has implemented the above pro
cedure to solve Eq. (2) by searching the optimized LAI and MTA in a 
simulated look-up table (LUT). Lang (1987) and the latest improved 
version (Gonsamo et al., 2018) estimate LAI from Eq. (2) with the help of 
Miller’s integral (Miller, 1967) by the linear or robust regression 
method. However, the success of these solutions requires a wide range of 
VZAs that usually are resulted from hemispherical photo taken either by 
a fisheye lens with large FOVs of up to 180◦ (Chianucci and Cutini, 2013; 
Liu et al., 2013) or a common lens but a series of spherical panorama 
images (Vicent Agustí Ribas Costa, 2021). 

Smartphone and digital cover photography cameras usually have a 
narrow FOV (approximately 70◦ in diagonal direction), which results in 
a half zenith angle bounded within 0–35◦ when the smartphone is held 
in horizontal layout (viewing the vertical upward direction). With such a 
limited zenith angle range, it is difficult to directly use the DHP method 
in this case to solve Eq. (2). As a result, assumptions of LAD or G should 
be made before LAI can be estimated. LAISmart (a LAI application using 
smartphone), which uses images captured in the vertical upward mode, 
assumes that LAD follows a spherical distribution, and in this mode, the 

G value is a constant of 0.5 (Qu et al., 2017, 2016). PocketLAI, which 
calculates LAI from images captured at a 57.5◦ view angle, takes the G 
value of 0.5 in this so-called hinge angle (Confalonieri et al., 2013). Both 
LAISmart and PocketLAI simplify the effort to solve Eq. (2) on the basis 
of their assumptions. However, large uncertainty or bias could exist in 
the estimated LAI when the assumption of G is violated to its real situ
ation. For example, the method of 57.5◦ requires the gap fraction 
measured strictly at the VZA of 57.5◦ (Wilson, 1963), rather than the 
mean value of an image with a large range of VZA (Confalonieri et al., 
2014). For the method of LAISmart, there are situations when the 
assumption of spherical LAD mode is violated in field situations (Pisek 
et al., 2013; Zou et al., 2020). Fang et al (2018) carried out a comparison 
of LAI measurements from several optical instruments. They reported 
that compared with reference values of the LAI-2200, the relative errors 
for the LAISmart estimates were within 20–30% and for PocketLAI they 
were larger than 40%. 

From the model of calculating LAI in Eq. (2), it is inferred that the 
overestimation of the gap fraction and the unrealistic assumption on G 
are the two primary factors contributing to the LAI uncertainty of 
smartphone cameras. The former can be easily relieved by an improved 
image classification algorithm, as has been done by Fang et al (2018). 
However, to the best of our knowledge, the latter issue of calculating G 
or its derivation as MTA in smartphone-based methods has not yet been 
investigated widely. To date, there is only one similar study to measure 
the leaf angle using smartphones (Qi et al., 2019). However, Qi’s 
method is based on point clouds and a convolutional neural network 
(CNN) classification to extract leaf boundaries. Although agreement 
with manual measurement was found in their work, the need for mul
tiple images to generate point clouds and the time-consuming training 
process of CNNs might restrict their implementation in smartphone 
computing environments. Therefore, regarding the issue of measuring 
LAI from gap fraction data, the lack of a proper G or MTA for realistic 
vegetation canopies limits the performance of the retrieved LAI. Digital 
photography is proven to be a rapid, noncontact and accurate method 
for MTA estimation (Pisek et al., 2011; Raabe et al., 2015; Ryu et al., 
2010b; Zou et al., 2014). However, as indicated by the results of Raabe 
et al (2015), this method is difficult to automate because their methods 
involve manual measurements of the leaf angle with the help of pro
fessional image processing software (e.g., ImageJ, 2020). 

As mentioned earlier, directional gap fractions on multiple angles are 
needed to model LAIs and estimate MTAs from smartphone camera 
images. It is assumed that once the MTA and the G values are properly 
calculated, the LAI estimation performance will be improved. We as
sume that it is possible to extract the directional gap fraction from 
smartphone cameras by a dedicated design of an image capturing 
strategy. With this assumption, when vegetation images are captured 
using inclined smartphones, the range of VZA will be enlarged compared 
with the traditional vertical upward-looking mode of imaging. 

In this work, we explore the information in images captured by 

(a) (b)

Fig. 1. Relation between camera field of viewing (FOV = 2α) and viewing zenith angle (VZA) of the pixels in a captured image. (a) Camera placed in horizontal mode 
where rotation angle ω = 0 and VZA in [0, α]. (b) Camera rotated at a special angle, where ω = α and VZA in [0, 2α]. 
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inclined smartphone cameras, which have a narrow FOV range. The 
primary objective is to estimate plant LAI using consumer-grade 
smartphones. The secondary objective is to identify factors that might 
affect the performance of the estimated LAI and the efficiency of the 
measurement of the LAI using the proposed method. The above objec
tives will be fulfilled by analyzing a series of images collected in plots 
using a smartphone with different inclination angles. 

2. Methodology 

2.1. Viewing zenith angle of the image for an inclined smartphone camera 

When the smartphone camera is placed on the level plane (Fig. 1a) 
and its viewing direction is in upward-looking mode or its principle 
optical axis (POA) is in the vertical direction, the maximum of the VZA 
of the image pixels is half of the full FOV. When a camera has an FOV of 
70◦, which is the common configuration for most consumer-grade 
smartphone cameras, its VZA is limited to the range of 0–35◦, as has 
been investigated by Qu et al (2016) and further confirmed by the in
door experiment (Appendix C). In this mode, pixels are symmetrically 
arranged around the POA on the azimuth plane. As a result, the sym
metric relation of pixels around the sensor’s POA causes a narrow 
effective range of VZA in the captured image. 

However, if the smartphone camera is placed inclined against the 
vertical axes at an angle of ω, then the symmetry of pixels around the 
zenith line will be changed (Fig. 1b). As a special case, for example, if the 
smartphone camera is inclined at an angle of its half FOV, then the 
minimum VZA is zero and the maximum is its upper boundary of the 
FOV angle. We can see that the limitation of the narrow VZA range can 
be solved by a simple inclination of the smartphone camera. 

The zenith angle of every pixel can be calculated using the param
eters of the smartphone camera, e.g., the resolution of the pixel number 
of an image and the rotation angle ω. We describe the location of the 
smartphone in 2-D space using the coordination system as illustrated in 
Fig. 2. 

In Fig. 2(a), the point of O is the original centers of the coordinate 
system, X is the planes of the camera, f is the distance between the 
camera center and the photo plane, and H is the diagonal of the photo, 
which has w × l pixels in width and length, respectively. In Fig. 2(b), all 
the symbols with superscripts of a single quotation are the rotated points 
corresponding to those of Fig. 2(a) when the original coordinate system 
is rotated at an angle of ω. 

The simplest case is in the horizontal mode of ω = 0. In this mode, we 
calculate the zenith angle of pixels using the following steps. 

With the known the image width (w) and length (l) in pixel units, 
then, the half-length of diagonal H is calculated as 

2H =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
w2 + l2

√
. (3) 

Let the angle of the FOV be 2α; then, the distance of the camera focus 
center to the photo plane (d) can be calculated as 

d =
H

2tanα. (4) 

Therefore, the following equation holds to calculate the zenith angle 
(θ) corresponding to any pixel location (x, y) on the assumption that the 
VZA of any pixel is linear to its distance to the centroid of the image 
(Rao, 2021). 

tanθ = d− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

x −
w
2

)2
+

(

y −
l
2

)2
√

. (5) 

To evaluate the case of a smartphone inclined at an angle of ω, the 
following projection equation is used to calculate the pixel coordinate 
(x’, y’, d’) that corresponds to the original level plane location (x, y, d)
(Knisley, 2001): 

(x’, y’, d’) =

(

x −
w
2
, y −

l
2
, d
)
⎛

⎝
1 0 0
0 cosω − sinω
0 sinω cosω

⎞

⎠ (6) 

With the new coordinates of (x’, y’, d’), the zenith angle of any pixel 
can then be calculated using Eq. (7) with the same assumption of linear 
projection of camera image as the calculation in Eq. (5) (Rao, 2021). 

cosθ =
d’

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x’)
2
+ (y’)

2
+ (d’)

2
√ . (7)  

2.2. Calculation of the G function from directional gap fractions 

2.2.1. G function model and its shape 
In theory, the G function is the product of the extinction coefficient 

(k) and the cosine of VZA (θ), 

G(θ) = k(θ)cosθ. (8) 

According to the ellipsoid model of LAD proposed by Campbell 
(1986), k(θ) can be further modeled as 

k(θ) =
(χ2 + tan2θ)2

1.47 + 0.45χ + 0.1223χ2 − 0.013χ3 + 0.000509χ4, (9)  

where χ is the ratio of vertical to horizontal projections of canopy ele
ments and θ is the sensor viewing zenith angle. 

The χ corresponding to a given MTA can be computed as Eq. (10) 
according to Campbell (1990), 

Fig. 2. Coordinate system of camera location. (a) Camera is placed in horizontal mode. (b) Camera is inclined at the angle of ω.  
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χ = − 3+
(

MTA
9.65

)− 0.6061

. (10) 

By combining Eqs. (8)–(10), G values for different MTAs can be 
calculated, and Fig. 3 depicts the shapes of the G function when MTA 
varies from 10◦ to 80◦. 

2.2.2. Contact number and its relation with the G function 
Eq. (2) can be transformed as 

− cosθln(p(θ)) = L × G(θ). (11) 

Let the left part be C(θ), i.e., 

C(θ) = − cosθln(p(θ)), (12)  

then, Eq. (11) can be rewritten as 

C(θ) = L × G(θ), (13) 

where C(θ) is defined as the averaged contact number in direction θ, 
and it is representative of the projection area of the total leaf area in the 
perpendicular plane to the viewing direction. 

For a canopy scene captured by an image, LAI is a constant value to 
be solved. Therefore, the following equation can be derived according to 
Eq. (13) 

C(θ)∝G(θ), (14)  

where the symbol ∝ denotes that the observed value of C(θ) is propor
tional to the value of G(θ). This deduction implies that the shape of the 
observed C(θ) is similar to the shape of its G(θ) except that G(θ) is scaled 
by a positive factor. Specifically, for the ideal situation, the two curves 
might be parallel in 2-D space if their shapes are normalized by a certain 
algorithm. This concept can be illustrated using the following sketch plot 
(Fig. 4). 

2.2.3. Matching the G function using measured gap fractions 
The shape similarity of C(θ) derived from the measured directional 

gap fractions in Eq. (12) to G(θ) provides an opportunity to find the 
desired G(θ) by matching the shape of C(θ) with the theoretical G(θ). 
Specifically, we iteratively search the curve of G(θ) in the simulated 
theoretical curve inventory, which is produced using Eq. (8) - (10) with 
the input variables in the list of leaf MTAs (Fig. 3). Finally, the G(θ) that 
has minimum discriminability (or most similarity) with the observed C 
(θ) is selected as the optimized result of target G(θ). 

As described in Eq. (13), C(θ) is the product of G(θ) and a positive 
scale factor (LAI). Therefore, the desired algorithm for describing the 
discriminability of their shapes should normalize their shapes, or the 
algorithm should be capable of scaling invariance with different shapes. 
A normalized distance of corner points (NDCP) matching algorithm 
(Zhang et al., 2009) is selected to match C(θ) with G(θ). In this algo
rithm, the difference between two curves is described by an index 
calculated as the coefficient of discriminability (COD). To calculate the 
COD, a curve is assumed to contain a series of ordered corner points 
(Fig. 5), and then a matrix composed of elements of the distance be
tween all the points can be calculated. To eliminate the scale factor of 
the curve, the distances are normalized by the maximum among all the 
distance values of one curve. For example, for a curve u in Fig. 5a, its 
normalized distance Du is calculated as 

Du =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

dAB

dAC

dBC

dAC

dAC

dAC

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (15)  

where symbols dAB, dBC, dAC are the distance between points of their 
subscript. 

In this manner, the normalized distance Du’ for the curve u’ (Fig. 5b) 
can be calculated as 

Fig. 3. Simulated G values varying with viewing zenith angles for different 
mean tilt angles. 

Fig. 4. Sketch illustrating the concept of Eq. (14), where the contact number 
function C(θ) is parallel to G(θ) when they are normalized by a 
certain algorithm. 

Fig. 5. Diagram illustrating the concept of the coefficient of discriminability. 
(a) Ordered points A,B,C in curve u and distance between the points dAB, dBC,

dAC. (b) Curve u’ and points and distance corresponding to those in (a). 
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Du’ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

dA’B’

dA’C’

dB’C’

dA’C’

dA’C’

dA’C’

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(16) 

The ratio of all the elements in the normalized distance matrixes of 
two curves is called the discrimination matrix (DM). In this example, the 
DM of the two curves is composed of 3 × 3 elements that are derived 
from the ratio of elements of Eqs. (15) and (16). 

As a result, the sum of all the element values in DM is calculated as 
COD. A larger COD indicates a greater difference between two curves 
and vice versa. It should be noted that the COD is negative when the two 
vectors are in opposite directions. A detailed computation algorithm and 
its source code on the COD can be found in Appendix A. 

2.3. Estimation of leaf area index and mean tilt angle 

For individual RGB images, directional gap fractions can be calcu
lated by segmenting the original pixels into sky and leaf classes using the 
Otsu threshold method on the blue band (Otsu, 1979; Qu et al., 2016). 
Then, the contact number on different VZAs from Eq. (12) will be used to 
match the G function by minimizing the discrimination index of Eq. 

(A10) in Appendix A. Given the optimization of the G function in one 
image, the canopy MTA corresponding to the G function (Fig. 3) is 
determined. In a plot where more than one images are captured by a 
smartphone, the final MTA of this plot is the averaged MTA from all the 
available images. We take the average value as the plot’s MTA under the 
assumption that at the plot scale, plants share a unique leaf angle dis
tribution (Qu et al., 2020). As a result, MTA averaged from many images 
will represent the whole population. The averaged MTA will be used to 
calculate the LAI of the individual image by Eqs. (10), (9), (8) and Eq. 
(2). As conducted on the MTA plot, the averaged LAI of all the images in 
one plot is taken as the plot LAI. 

3. Experimental data 

Field data were collected from three regions in China (Fig. 6a), i.e., 
an agricultural region in Zhangye city (ZY), Gansu Province, a desert 
forest in Ejin Banner (EJ), Inner Mongolia, and a natural forest reserve in 
Beibei (BB) District Chongqing city (left to right panels in Fig. 6b). The 
three regions have very different climate conditions. The ZY region is 
located in the middle reaches of the Heihe River, and it is characterized 
as an arid and semiarid area with an annual precipitation of approxi
mately 130 mm, so agricultural water depends heavily on irrigation 
from the Heihe River, the second largest inland river in China. In the ZY 
region, two plots of maize crop (Zea mays) fields were selected (upper 
left inset in Fig. 6c), and they were measured on three dates, July 8, July 
15 and July 22, 2020. The EJ region is also in the Heihe River watershed; 
however, unlike the ZY region, which is in the middle reaches, the EJ 
region is in the lower reaches. With decreased surface runoff and very 
low annual precipitation of approximately 35 mm, EJ is an extremely 
arid desert area. The forest in the EJ region is dominated by trees of 
poplar (Populus euphratica) (lower left inset in Fig. 6c) and shrubs of 
tamarix (Tamarix chinensis) (upper right inset in Fig. 6c). Two plots were 
designed in the EJ region, and they were measured on two dates, July 13 
and July 24, 2020. The BB in the Chongqing region benefits from 
abundant rainfall of annual precipitation larger than 1000 mm, so 

Fig. 6. Illustrations for field work regions. (a) Three regions located in China (green hatches indicate three provinces where field work was conducted). (b) Plot 
locations in the Google Earth image, where Zhangye (ZY), Ejin (EJ), and Beibei (BB) are arranged from left to right, and colored squares are the plots with different 
types and heights. (c) Example vegetation images in the three regions. 

Table 1 
Vegetation groups.  

Groups (height) Species Regions 

Crop Zea mays ZY 
Tall (>10 m) Populus euphratica; Garcinia mangostana EJ and BB 
Low (<3 m) Tamarix chinensis; Camellia petelotii; Alsophila 

metteniana 
EJ and BB 

Medium (3–10 
m) 

Osmanthus fragrans; Citrus maxima; Citrus reticulata BB  

Y. Qu et al.                                                                                                                                                                                                                                       
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diverse plant species are found in this region. We measured the domi
nant vegetation type in this region, i.e., May flower trees (Osmanthus 
fragrans) (lower right inset in Fig. 6c), two types of citrus trees (Citrus 
maxima and Citrus reticulata), bamboo trees (Garcinia mangostana), and 
mixed forest comprised of camphor trees (Cinnamomum camphora) and 
May flower trees (Osmanthus fragrans). Ten plots were designed in the 
BB region, and they were measured on dates from October 19 to October 
22, 2020. The trees in the EJ and BB regions were cataloged by their 
height into three groups (Table 1). 

In these plots, a smartphone (Huawei Honor 7 model) was used to 
collect canopy images and it is held to look upward from the bottom of 
the canopy, i.e., with the presence of leaves and sky in the image. The 
smartphone was set at different heights above ground depending on the 
height of the vegetation to be measured. Specifically, for low trees and 
crops, the smartphone was held about 5 cm above the ground to ensure 
that all the vegetation organs were imaged by the camera. In this mode, 
the operator had to bend down, while for the medium or tall trees, the 
operator held the smartphone at the height about 1.0 m above the 
ground. In one plot, approximate 13 points surrounding the LAI-2200 
point were selected (Fig. 7). The locations of the points were arranged 
surrounding the LAI-2200 points to ensure the output of the two 
methods are comparable (Fig. 7a). At each point, images were taken 
with the camera inclined at four inclination angles, i.e., ω = 0◦

, 30◦

,45◦

,

60◦ as shown in Fig. 7b. These angles were selected because in the case 
of 0◦, the image has a maximum overlaying VZA around the image 
center, and a minimum effective VZA will be observed, and from angle 
of 30◦, which is near half of the FOV of the smartphone camera, the 
overlaying VZA will be deceased with an increased inclination angle (see 
Fig. 1 and Fig. 2). The LAISmart app installed on a smartphone was used 
to fulfill the above image taking work. The inclined angles were 
measured by the smartphone built-in gyro sensor and were read in real 
time from the screen. It should be noted that, in real field environment, it 
was hard to keep the smartphone fixed at the designed angles (i.e., 0◦

,

30◦

, 45◦

, 60◦ ) because the smartphone was hand-held by an operator 
without a fixed support. To reduce the uncertainty caused by the incli
nation angle, we triggered the camera only when the inclination angle 
was in the range of target angle ±2◦. A smartphone front camera with a 
pixel resolution of 720 × 960 was used in this mode because it is 
convenient to touch the screen and read the output of the app. As an 
example, we provide four images taken at four angles in Fig. 7c. 

When measured with the LAI-2200 instrument, in every plot, four 
points along the diagonal of the plot were selected to collect reference 
LAI and MTA (Fig. 7a). The LAI-2200 needs the below- and above- 
canopy radiance to calculate light transmittance; for the below-canopy 
measurement, the LAI-2200 was held level at the same height as to 
smartphone. For the above measurement, since the LAI-2200 has a 
hemispherical viewing angle and needs a large open space to avoid 
shading from the trees, two protocols are designed for different vege
tation groups according to the vegetation height. For crops, the LAI- 
2200 instrument was held above the top of the canopy to avoid the 
vegetation canopy obscuring the sensor. For the trees, according to the 
manual of the device, a large open space with a size at least 3 times the 
tree height was selected. For crop plots, since the canopy structure is 
relatively homogenous, the sensor of the LAI-2200 instrument was 
covered by a cap of 180◦ to prevent the operator from being viewed. For 
the other plots with relatively heterogeneous vegetation, a cap of 270◦

was used to prevent surrounding trees from being in the sensor’s field of 
view. 

Both smartphone and LAI-2200 need diffused light environment, so 
we measured data at dawn or twilight time or in cloudy conditions. 

For comparison, plot-scale results of LAI and MTA derived from LAI- 
2200 and our method are produced. The coefficient of determination 
(R2) and the root-mean-square error (RMSE) are used to present the 
accuracy and the relationship between the estimated and measured 
reference using the following equations: 

Fig. 7. Protocol of LAI-2200 (black double lines) and smartphone (green squares) measurements in one plot with the size of 30 × 30 m2 in (a), where for every point, 
four smartphone images were taken at four inclined angles as indicated as (b), and four example images taken at four angles were shown in (c). 
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RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(ŷi − yi

√

), (17)  

R2 =

∑n
i=1(ŷi − y)2

∑n
i=1(yi − y)2 , (18)  

where n is number of data points, ŷi and yi are the estimated and 
reference LAI respectively, and y is the mean value of reference LAI. 

4. Results and discussion 

4.1. Truncated G function for different inclined angles 

For the smartphone camera with a narrow FOV, when it is inclined 
off zenith angles, the boundary of camera VZA is varied accordingly, as 
indicated in Fig. 8. When the inclination angle is smaller than half the 
FOV angle (Fig. 8a), in the captured images, the lower boundary of VZA 
is kept at a fixed zenithal zero angle, which means that the canopy 
around a VZA of zero will be observed in these situations. When the 
inclination angle reaches the points outside of the half FOV (Fig. 8b–d), 
the zenithal zero angle will disappear, but the upper boundary of the 
VZA increases to approximately 80◦. The above dynamic range of 
camera VZA varying with inclination angles is illustrated in Table 2. 

Compared with the theoretical model of the G function in Fig. 3, only 
a partial G function shape rather than a full shape can be observed in the 

inclined smartphone camera (Fig. 8). Basically, estimating LAI with 
smartphone images using Eq. (2) is first inferring the full G function 
using a partial zenith observation, as shown in Fig. 8. The greatest dif
ficulty from ‘partial’ to ‘full’ is selecting the optimized inclination angle 
at which the observed partial G function shapes of different MTAs have 
the largest difference or discriminability. 

Using the discriminability equation of Eq. (A10) in Appendix A, we 
calculate the discriminability matrix as shown in Fig. 9 and we delineate 
the maximum values with yellow lines in every row that correspond to 
different leaf MTAs in Fig. 8. It should be noted that the negative values 
in the discrimination matrix represent the shapes of the G function of the 
two MTAs having opposite directions; for example, the G directions of 
MTA = 10 and MTA = 80 in Fig. 8. Undoubtedly, little difficulty occurs 
in differentiating shapes with totally different directions, so we focus on 
the situation where the shapes have the same directions that have pos
itive values in Fig. 9. 

From Fig. 9, it is easy to find that, in general, lower discrimination 
values are observed in the situation when the camera is kept in the 
horizontal mode (Fig. 9a), and increasing the inclined angle leads to a 
larger discrimination value, as indicated in Fig. 9b–d, which is further 
quantitatively manifested by the yellow outlines in Fig. 9a–d and illus
trated by their sum values in Fig. 10. These results mean that when the 
camera is inclined at 30◦, it is the easiest mode to infer the G function 
because this mode has the largest discrimination among all situations 
(Fig. 10). 

As an example, we take the measurements from one point where the 
MTA reported by LAI-2200 is 60◦ to demonstrate the relationship be
tween contact number C(θ) and the truncated G(θ). In this example, the 
calculated VZAs of four inclination modes lie in the ranges indicated in 
Table 2, and when the smartphone is inclined at 30◦, the measured C(θ) 
has the smallest discrimination (largest similarity) with the modeled G 
when MTA is 60◦ (Fig. 11). 

Fig. 8. Simulated truncated G function shapes in smartphone inclined mode. (a), (b), (c), and (d) illustrate the results when smartphones are inclined at 0◦, 30◦, 45◦

and 60◦, respectively, where different colors represent leaf mean tilt angles ranging from 10◦ to 80◦. 

Table 2 
Viewing zenith angles varying with camera inclined angles.  

Inclined angle (◦) Lower boundary (◦) Upper boundary (◦) Range (◦) 

0 0 35 35 
30 4 60 56 
45 20 73 53 
60 34 80 46  
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4.2. Estimated mean tilt angle 

The G function and its derivation as MTA are the first output of this 
proposed method, and we compare the derived MTA with those 
measured by LAI-2200 in Fig. 12. As expected after inspecting the 
discrimination of G functions in Fig. 10, when the smartphone is inclined 
at 30◦, the output of MTA is superior to all other modes with the lowest 
RMSE of 8.23 and highest R2 of 0.89 (Fig. 12b). In the other modes of 0◦, 
45◦ and 60◦ (Fig. 12a, c and d), no apparent difference in the MTA 
performance was observed, with RMSEs ranging from 16◦ to near 19◦

and a stable R2 of approximately 0.40. 
When the plot MTA is averaged by vegetation types, it is found that 

for a certain inclination angle, the performance of estimated MTA is 
stable on different vegetation types (Fig. 13); however, an inclination of 
30◦ has the best performance, and in this case, absolute errors range 
from 5◦ to 8◦ for the four vegetation types. This result means that our 
proposed method is applicable to a wide range of vegetation types, e.g., 
from crops to trees of different heights. 

Combining the results of Fig. 12 and Fig. 13, we find that, in most 
cases, our proposed method slightly overestimates the LAI-2200 MTA, 
and for the best result in the inclination of the 30◦ mode, a mean positive 
bias of 7◦ is observed in Fig. 13b. This result is unlike the result of Zou 
(Zou et al., 2014), who reported that LAI-2000 overestimated photo
graphic measurements. Although the nonrandom distribution of leaves 
and diffusive light are considered the main sources of the bias of LAI- 
2200 and photographic methods, as suggested by the reviewer (Anon
ymous, 2015) of Zou’s article, there is still not enough evidence to 
support these conclusions. Even in this case, in terms of the magnitude of 
the overestimation, its uncertainty is comparable to the photographic 
method reported by previous work (Raabe et al., 2015). However, 
automated estimation of MTA in this method means no extra manual 
work is needed, and as a time-saving method, it has the potential to be 
implemented in conducting efficient field work involving both LAI and 
MTA. 

4.3. Estimated leaf area index 

For the performance of LAI estimation at four inclination angles 
(Fig. 14), it is not surprising that with the help of accurate estimation of 
leaf MTA in the inclination of 30◦ mode, it produces higher quality LAI 
in this mode (Fig. 14b). Specifically, compared with LAI-2200, in this 

Fig. 9. Discriminability of G function shapes of different mean tile angles (MTAs) for inclined smartphones. (a)–(d) are the results when the smartphone is inclined at 
angles of 0◦, 30◦, 45◦ and 60◦, respectively. 

Fig. 10. Sum of the maximum discrimination value of all leaf mean tilt angles 
for different smartphone inclination angles. 
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Fig. 11. Examples of measured contact number and the truncated G function, where the discrimination index is indicated by the grey bar. Panels (a)–(d) are the 
results from inclination 0◦, 30◦, 45◦, and 60◦ respectively. 

Fig. 12. Comparison of leaf mean tilt angle (MTA) estimated from the smartphone camera and measured by LAI-2200. (a)–(d) correspond to smartphone camera 
inclinations of 0◦, 30◦, 45◦, and 60◦, respectively. 
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mode, the result has the minimum bias (RMSE = 0.59) among the four 
cases, and its coefficient of determination R2 (0.68) has marginal dif
ference with the highest value (0.71), which occurs at the mode of 
inclination angle 45◦. The best performance of the 30◦ mode is also 
manifested by the fitted line of this method and the LAI-2200 result. The 
fitted line has a slope (0.96) close to one and an intercept (0.07) close to 
zero. As a result, the fitted line almost overlays the 1:1 line in Fig. 14b, 
which means that there is no significant difference between the incli
nation 30◦ mode and LAI-2200 method. 

For the other 3 modes of inclination of 0◦ , 45◦ and 60◦, unlike the 
MTA results, which share similar RMSE and R2 values, the results for LAI 
have much different behaviors. For example, the RMSE ranges from 0.86 
(Fig. 14c) to 1.45 (Fig. 14d), and R2 decreases from 0.71 (Fig. 14c) to 
0.39 (Fig. 14d). The ratio of the former increased by 69%, and the latter 
decreased by 45%. The large differences among the three modes reveal 
that the estimation of LAI is heavily dependent on the correct estimation 
of the MTA; MTA is a requirement in most camera-based LAI measure
ments (Meir et al., 2000). In other words, if an inappropriate MTA value 
is used to calculate the G function, the accuracy of the LAI estimate in 
terms of RMSE will be biased by a magnitude of up to 69%. 

However, the results from two larger inclination angle modes 
(Fig. 14c, d) have different distributions with small inclination angle 
modes. The points in the two larger angle cases are distributed below the 
1:1 line, especially for the case of an inclination angle of 60◦ (Fig. 14d), 
which produces the worst estimation of LAI with the highest RMSE of 
1.45 and lowest R2 of 0.39. Recalling the maximum VZA of the inclined 
camera in Table 2, we can partly explain the underestimation that occurs 
at large inclinations. When the camera is inclined from zero to a large 
angle, more stems or branches that are located in the lower part of the 
vegetation vertical profile will be observed in the smartphone camera. 
When the inclination angle is larger than 30◦, fewer leaves will be 

observed with an increased inclination angle. Jointly with improper 
MTA as the input variable, the estimated LAI heavily departs from the 
reference value of LAI-2200. It should be noted that the LAI-2200 can 
relieve the underestimation by limiting the viewing angle below 68◦ (LI- 
COR, 2011) and isolating the effect of MTA on the LAI because they are 
independently estimated from the gap fraction. 

The success of the 30◦ inclination mode can be attributed to its 
outperformance on MTA estimation and the inclusion of the gap fraction 
at lower and intermediate inclination angles from 4 to 60◦ . With this 
configuration, the VZA of the captured image has comparable range to 
LAI-2200, which is 7 to 68◦ . At this inclination angle, due to the 
apparent difference in the G functions of different MTAs, it produces the 
most reliable MTA from measured smartphone images. This result sug
gests that an inclination angle of 30◦ is the best solution to accurately 
estimate vegetation LAI and MTA using a smartphone with a narrow 
FOV. 

When averaging the observations of multiple plots by vegetation 
type, it is found that the inclination of the 30◦ (Fig. 15b) mode works 
well on all types of vegetation with the lowest error. In this case, 
compared with the LAI-2200 measurement, the absolute errors of the 
estimated LAI on crop, low, medium, and tall trees are 0.37, 0.15, 0.27 
and 0.28, respectively. For the other modes, the zero (Fig. 15a) mode 
works better on trees than crops, and the 45◦ (Fig. 15c) mode produces 
medium results. The larger inclination angle mode of 60◦ largely un
derestimates all the LAI-2200 measurements (Fig. 15d). 

4.4. Prospects and limitations 

Overall, the smartphone-based method shares the same principle as 
the normal digital camera. In the literature, either downward (Baret 
et al., 2010; Liu and Pattey, 2010) or upward-looking (Fuentes et al., 

Fig. 13. Leaf mean tilt angle from LAI-2200 and inclined smartphones (this method) for different vegetation types. (a)–(d) correspond to smartphone camera in
clinations of 0◦, 30◦, 45◦, and 60◦, respectively. 
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2008; Ryu et al., 2012) modes are used to measure vegetation LAI, and 
the former mode is suited to short and row crops, while the latter mode 
has wider application ranging from crops to tall trees. The proposed 
method belongs to the upward-looking mode, whereas it is inclined from 
zenith, and by considering the convenience of multi-sensor integration 
(e.g., GPS, gyro and light sensor), the portability (light weight and small 
size) and the computing capability (real-time reporting result on site), 
the smartphone-based method is much more attractive than the normal 
digital camera. 

Accurate estimation of leaf MTA and the use of MTA to improve the 
performance of LAI measurements on site are valuable contributions of 
our method. To our knowledge, our work is the first to simultaneously 
measure the leaf MTA and LAI from smartphone camera images. 
Although LAI has been a hot topic in vegetation structural measurement 
using smartphones (Aquino et al., 2015; Bauer et al., 2016; Confalonieri 
et al., 2013; De Bei et al., 2016; Fuentes et al., 2012; Qu et al., 2017), the 
measurement of leaf MTA using smartphones has not yet been reported 
widely. In addition, although MTA can be measured using digital 
photography with regular cameras (Zou et al., 2014), the estimation of 
leaf angle is time consuming because image processing is conducted 
indoors with a computer. Confalonieri et al. (2017) proposed a smart
phone APP - PocketPlant3D to analyze canopy structure, including leaf 
angle. The app measures the leaf angle by handholding the smartphone 
parallel to the leaf lamina while moving slowly and recording the output 
of the device accelerometer and magnetometer to calculate the leaf 
angle. From the operation illustration of the app, the method is limited 

to plants with short broadleaf crops, e.g., maize. Unlike PocketPlant3D, 
we use images captured by a series of shoots while moving under (for 
trees) or within (for crop) canopies; as a result, our proposed method 
offers higher operational efficiency and broader applications. 

Although ground truth data collected by destructive methods are 
ideal to validate a novel method, limited by actual field work conditions 
to respect the restriction of farmer management, no destructive LAI was 
collected, and the validation data came from the measurements of LAI- 
2200. Currently, we have not evaluated the uncertainty of the LAI-2200 
measurement in this study. Analysis of MTA and LAI from the LAI-2200 
(or its predecessor LAI-2000) instrument can be found in the literature, 
for example, Zou et al. (2014) on MTA and Liu et al (2015) on LAI. 

We read the inclination angle from a smartphone screen and 
captured an image by touching the screen, so reading and touching 
actions are needed for every image. In future work, an automatic trigger 
as implemented by PocketLAI (Confalonieri et al., 2014) might be 
desired to accelerate the speed of capturing images. Specifically, when 
the smartphone is inclined to the user-defined angle (e.g., 30◦ in this 
work), the app will detect the smartphone posture and capture one 
image automatically. We believe this new function will improve the 
efficiency of field work. 

As a photographic approach, the proposed method will also be 
affected by segment accuracy which classifies pixels into sky and leaves. 
Post-processing algorithm that can reduce large gaps caused by over- 
exposure might improve the performance of estimated LAI (Fang 
et al., 2018). However, complicated algorithm needs running on 

Fig. 14. Comparison of LAI estimated from a smartphone camera and measured by LAI-2200. (a)–(d) correspond to smartphone camera inclinations of 0◦, 30◦, 45◦, 
and 60◦ , respectively. 
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computer, and considering the calculation resource consumed by 
smartphone, we used the simple automation threshold (Otsu, 1979). 
This method has a wide application in image processing, and has proven 
to perform well for images with enough intensity difference (Goh et al., 
2018), which can be easily achieved by taking images under diffused 
light condition. 

Finally, other factors related to the proposed method are computa
tion efficiency and error of the result when images are acquired with a 
smartphone. From the statistical perspective, more images in one plot 
means more samples to the whole distribution of canopy structure, and 

smaller bin of zenith angle in one image means more gap fraction to 
calculate G function. The effort on increasing count of images in one plot 
or zenith angles in one image might help to improve the accuracy of LAI 
and MTA. However, the cost is to increase field work intensity and more 
computation time of smartphone CPU. An analysis on the optimized 
number of images in one plot and the number of bins of zenith angles in 
one image is presented in Appendix B. 

5. Conclusion 

The effectiveness of using an inclined smartphone camera for 
measuring leaf area index (LAI) was investigated in this study. To 
overcome the limitation of the narrow field of viewing (FOV) of common 
consumer-grade smartphone cameras, we proposed a method to enlarge 
the effective viewing zenith angle (VZA). In our method, the smartphone 
was inclined to capture a series of images in a plot, and the images in this 
mode were analyzed to calculate directional gap fractions, which were 
then used to derive the canopy G function and mean tilt angle (MTA). 
The results confirm that the smartphone-based technique, as an alter
native to classical commercial instruments, can accurately measure the 
LAI when it was inclined in the degree near the camera’s maximum half 
FOV angle. The best performance of LAI was observed at an inclination 
of 30◦ when a camera with a FOV of 70◦ was used. The improvement of 
the performance of LAI was attributed to the accurate calculation of the 
MTA at this inclination angle with the help of an enlarged effective VZA. 
The errors of estimated LAI are related to the number of images used to 
obtain the averaged LAI in a plot and the size of the VZA bin that is used 
to generate the directional gap fractions. The results suggest that 
approximately 7–9 images in one plot and a binning size of 5◦ for the 
VZA ring would produce acceptable results when both efficiency and 
performance are considered (see Appendix B). Although MTA was 

Fig. 15. Leaf area index of LAI-2200 and inclined camera (this method) for different vegetation types. (a)–(d) correspond to smartphone camera inclinations of 0◦, 
30◦, 45◦, and 60◦, respectively. 

Fig. A1. Curves and corners.  
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derived as an intermediate result of the target variable of LAI, the results 

showed a potential for simultaneous measurement of vegetation MTA 
and LAI for the scenario in which the two canopy structural parameters 
are desired. 

The smartphone app (LAISmart) used in this work is available from 
Huawei App Gallery (Chinese version) or GitHub (English version, 
https://github.com/niugankeji/diyaobao_English). 
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Appendix A. Curve matching of normalized corner distance matrix (NCDM) algorithm and its source code in JAVA language  

1. Algorithm 

In this paper, the shape matching algorithm named normalized corner distance matrix (NCDM) is used to match the G function and the average 
contact number C(θ). The principle of curve matching is to describe the shape of a curve using a series of points. In this process, the points on the curve 
are sampled uniformly and N corners are selected, as shown in Fig. A1. it is assumed that the vector on these corners can express the shape and trend of 
the curve. As an example, in Fig. A1, the corners A, B, C, and D on curve S and their coordinates are used to describe the shape of the curve. In this 
context, more corners mean more accurate description on the shape. However, we cannot infinitely increase the corners limited by the computing 
efficiency, so in this study, only points lying on the viewing zenith angles are selected to match both curves. 

For any curve, let’s say it has several corners c1, c2, c3 … cn, and the corresponding coordinates are (x1,y1), (x2,y2), (x3,y3)…(xn,yn). The distance 
between the corners can determine the mutual position between the corners, and the matrix composed by the distance between the corners is called 
the corner distance matrix (CDM). 

Here, we present detailed description on CDM. The corner distance matrix is an N × N square matrix established by the Euclidean distance between 
corners, and its row is the Euclidean distance between a corner point and all other corners, 

Fig. B1. Factors related to the performance of the estimated LAI. (a) Relative errors (red line) and absolute errors (red points) varying with the image number. (b) 
Relative and absolute errors (red line and points of left axis) and the computing time (black line of the right axis is scaled by 10) varying with the size of the zenith 
angle bin. 

Fig. C1. Experiment setup of measurement on camera FOV of smartphone. The 
distance (d) between calibration plate (d1) and smartphone (d2) can be adjusted 
by moving slide rail. 

Table C1 
Data collected in the experiment.   

h (cm) d (cm) tanθ θ (◦) FOV (◦) 

1  18.187  24.94  0.729  36.10  72.20 
2  18.187  25.50  0.713  35.50  71.00 
3  18.187  25.78  0.705  35.20  70.40  
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The CDM can be normalized by the maximum distance from elements in Eq. (A1), So the normalized matrix reflects the contour information of the 
curve. It is invariant to the translation, rotation, and scaling conducted on the original curve. As a result, the original distance matrix now is rewritten 
as 
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where dmax = max
(
di,j

)
(A4) 

And the matrix in Eq. (A3) is called normalized corner distance matrix (NCDM). 
In the process of shape matching between G(θ) and C(θ), the trend or direction of the curve must be considered. It can be easily understood that 

only those curves having same directions can be regarded as the similar curve. So the NCDM is modified as the following equation to reflect the curve 
direction, and it is denoted as the improved normalized corner distance matrix (INCDM). 
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̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
√ xi − xj

yi − yj
≥ 0

−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
√ xi − xj

yi − yj
< 0

(A6)  

dmax = max
( ⃒
⃒di,j

⃒
⃒
)

(A7) 

The difference between INCDM and NCDM is that the calculation on the distance between two points. In the original matrix, NCDM, distance is 
calculated using the normal Euclidean distance and all the distance is positive values, whereas in the improved matrix, INCDM, the distance can be 
negative value in the case its slope is negative. 

For any two curves, e.g., A and B, the ratio of the elements in their INCDM can be used to denote the discrimination of A and B, 

ΦA,B =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕA
1,1

ϕB
1,1

ϕA
1,2

ϕB
1,2

⋯
ϕA

1,n

ϕB
1,n

ϕA
2,1

ϕB
2,1

ϕA
2,2

ϕB
2,2

⋯
ϕA

2,n

ϕB
2,n

⋯

ϕA
n,1

ϕB
n,1

⋯

ϕA
2,n

ϕB
2,n

⋯

⋯

⋯

ϕA
n,n

ϕB
n,n

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(A8) 

In the above discrimination matrix, the value of the elements can reflect the difference between two segments. 
By considering the direction of curve, we calculate the direction coefficient U as 

U =
∑n

i=1

∑n

j=1
Φi,j (A9) 

Then the coefficient of discriminability (COD) between curves A and B can be calculated as  
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w =

⎧
⎪⎪⎨

⎪⎪⎩

∑n

i=1

∑n

j=1

⃒
⃒Φi,j

⃒
⃒U ≥ 0

−
∑n

i=1

∑n

j=1

⃒
⃒Φi,j

⃒
⃒U < 0

(A10) 

The COD calculated as W in Eq.(A10) can be used as the discrimination index of the two curves. When W greater than 0, it means that the two 
curves have the same trend and larger magnitude of COD means larger difference between curves. When w < 0, it means that the two curves have 
totally opposite trends and in this case, they are definitely two different curves. 

While the above procedure is used to compare any C(θ) with simulated G(θ), we select the G(θ) as the optimization from all the candidates for the 
one that has smallest COD value.  

2. Java code    

/** 
* Calculate Normalized corner distance matrix 
* 
* @param × vertical coordinates 
* @param y vertical coordinates 
* (x, y) is the coordinate of the corner of the curve. 
* @return Normalized corner distance matrix 
* 

public static double[][] distance_matrix(double[] ×, double[] y) { 
int n = x.length; // dimension 
double max = 0; //max value of corner distance 
double[][] distance = new double[n][n]; // Normalized corner distance matrix 
for (int i = 0; i < n; i++) { 

for (int j = 0; j < n; j++) { 
if((x[j] - x[i])*(j - i) >= 0){ 

distance[i][j] = Math.sqrt(Math.pow(x[i]-x[j],2) + Math.pow(y[i] – y[j]),2); 
} 
else{ 

distance[i][j] = - Math.sqrt((x[i]-x[j]) * (x[i] - x[j]) + (i - j) * (i - j)); 
} 
if (max <= Math.abs(distance[i][j])) { 

max = Math.abs(distance[i][j]); //find max corner distance 
} 

if(distance[i][j] == 0){ 
distance[i][j] = 0.0001; // Make sure the dividend is not zero 

} 
} 

} 
for (int i = 0; i < n; i++) { 

for (int j = 0; j < n; j++) { 
distance[i][j] = distance[i][j] / max; // Normalized 

} 
} 
return distance; 

} 
/** 

* @param a1 first Normalized corner distance matrix 
* @param a2 second Normalized corner distance matrix 
* @return The difference coefficient W 
*/ 

private static double similar_judge(double[][] a1, double[][] a2) { 
int cols = a1.length; // dimension 
double w = 0; // The difference coefficient W 
double[][] sim = new double[cols][cols]; //similar matrix 
double U = 0; // direction coefficient U 
for (int i = 0; i < cols; i++) { 

for (int j = 0; j < cols; j++) { 
sim[i][j] = a1[i][j] / a2[i][j]; 
U = U + sim[i][j]; 
sim[i][j] = Math.abs(sim[i][j]); 
w = w + Math.abs((1 - sim[i][j])); 

} 
} 
if(mean < 0){ 

w = - w; 
} 
return w; 

}  

Y. Qu et al.                                                                                                                                                                                                                                       



Computers and Electronics in Agriculture 191 (2021) 106514

16

Appendix B. Potential error source and computing efficiency of inclined smartphone method 

In the analysis of the error source, we investigate two sources that might affect the LAI result, i.e., the image number in one plot used to estimate the 
averaged LAI in plot scale and the size of the zenith angle bin, which is used to group image pixels into different VZA rings, and regarding the latter 
factor, the computing time on one image is also recorded to analyze the efficiency of the algorithm. 

As indicated in Fig. B1(a), with the increased image number in one plot, the errors decrease dramatically. The maximum errors (RE of 20% and AE 
of 0.53) are observed when only three images are used, whereas an RE of 1% and AE of 0.01 to 0.07 occur in the case of 7 or more images. This result 
means that more sampling data from field work are capable of representing the spatial distribution of vegetation LAI in one plot. However, more 
images mean more time spent on labor in the field and thus low work efficiency per plot. Considering the LAI requirements of applications, e.g., AE <
0.5 and RE < 20% (GCOS, 2011), the number of images required to produce acceptable results will be approximately 7–9. 

Another factor, the size of the zenith angle bin, will affect the resolution of VZA rings while grouping all the pixels into different VZA rings in one 
image. For an image captured by a camera of fixed FOV, a larger bin angle means more pixels in one bin and thus a lower number of VZAs. As a result, a 
larger bin size may improve the computing efficiency with a lower number of VZAs; however, it will sacrifice the resolution of the VZA ring and may 
affect the performance of the matched G function when directional gap fractions on different VZAs are used. In this work, the bin size is determined 
such that it is small enough to ensure that there are sufficient angles of the gap fraction to match the theoretical G function and that it is large enough to 
ensure that there are sufficient pixels to calculate the gap fraction at that angle. Therefore, the bin size is related not only to the LAI accuracy but also to 
the computing efficiency. In general, the computing time decreases from 1.2 s to 0.25 s per image as the size of the zenith angle bin increases from 1◦ to 
10◦ (Fig. B1(b)). However, the errors of the estimated LAI do not show a monotonic decrease with increasing bin size. When the bin size is in the range 
from 3◦ to 6◦, the errors decrease to the minimum. In addition, after that point, an increasing trend is observed. This is because when the bin size is 
larger than 6◦, only fewer zenith bins (<5) can be recognized, and it is more difficult to match the optimized G function with such fewer directional gap 
fractions. As a result, the final selection of bin size may be the compromise of computing efficiency and requirement of accuracy. 

We chose a VZA bin size of 5◦, and this configuration produces a number of directional gap fractions ranging from 7 to 11 for most consumer-grade 
smartphones. The results show that a resolution of 5◦ is reasonable for the configuration of the smartphone we used. However, with the new release of 
higher configurations on smartphones, for example, the ultra-wide FOV camera in the Huawei P40 series is 100◦ (Huawei, 2020) and that in the 
IPhone12 series is 120◦ (Apple, 2020), the bin size will be changed accordingly. 

Appendix C. Experiment on calculating field of viewing (FOV) angle of smartphone camera 

To verify the full field of viewing (FOV) angle is in a narrow range, i.e., about 70◦ in this paper, we designed an experiment to calculate FOV of the 
smartphone 

In this experiment, a smartphone (Huawei Honor 7 Model) and a calibration plate (a white A4 size paper) were placed at two ends of slide rail 
which functions to adjust the distance between smartphone and calibration plate as illustrated in Fig. C1. 

When experiment started, we took photo of calibration at different distance. Once the calibration plate was fully shown in the field of camera 
previous screen, then the camera was triggered, and in the meantime, we recorded the readings of d1 and d2. Then the distance between smartphone 
and calibration plate was calculated as 

d = |d1 − d2|. (C1) 

Three replications were conducted on the above procedure, and the data were listed in Table C1. 
The half FOV (θ) was calculated as 

tanθ =
h
d

(C2) 

It should be noted that, in this experiment, the distance was slightly differenced in the three replications and the height was fixed. This height is the 
full height of calibration plate. 

From the result of experiment, the FOV was in the range of 70.40◦ to 72.20◦, and for simplify calculation, the final FOV was set as 70◦. 
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Zou, X., Mõttus, M., Tammeorg, P., Torres, C.L., Takala, T., Pisek, J., Mäkelä, P., 
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