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Abstract— Parameterization schemes for estimating clear-sky
surface downward longwave radiation (SDLR) are well recog-
nized for their simplicity and acceptable accuracy, especially
at the local scale. The near-surface temperature and/or water
vapor are usually used to predict the clear-sky SDLR in a
parameterization scheme. Air temperature inversion (ATI) alters
the atmospheric state at the near-surface boundary layer and
affects the accuracy of the clear-sky SDLR estimation. However,
few studies have investigated the impact of ATI on the estimate
of the clear-sky SDLR. This article investigated the impact of
ATI on the estimate of the clear-sky SDLR using six widely
used parameterization schemes. According to the evaluation
results using ATI profiles from the Thermodynamic Initial Guess
Retrieval (TIGR) database and the Surface Radiation Budget
Network (SURFRAD) sites, all the parameterization schemes are
sensitive to ATI, and their accuracy is degraded greatly as a
whole. The SDLR is underestimated for the ATI profile both in
the TIGR database and SURFRAD sites. The best three schemes
can achieve the accuracy with bias values of approximately
−10 W/m2 and root-mean-square errors (RMSEs) less than
20 W/m2 for the ATI profiles in the TIGR database. The reason
the SDLR is underestimated for the ATI profiles is provided by a
simulation study. An empirical method is proposed to correct the
impact of ATI. The accuracy of all the parameterization schemes
is remarkably improved at SURFRAD sites after correcting the
impact of ATI, with the absolute values of bias and RMSEs less
than 10 and 20 W/m2 at SURFRAD sites.

Index Terms— Air temperature inversion (ATI), parameteri-
zation scheme, SRB network (SURFRAD), surface downward
longwave radiation (SDLR), surface radiation budget (SRB).

I. INTRODUCTION

THE surface downward longwave radiation (SDLR,
4–100 μm) is one of the four components required to

calculate the Earth’s surface radiation budget (SRB), which
regulates land surface processes such as evapotranspiration and
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oceanic and atmospheric circulations [1]–[3]. The clear-sky
SDLR is determined by the vertical profiles of the atmospheric
temperature, moisture, and other gases [4], [5]. The SDLR
is dominated by the radiation of a shallow layer close to
the surface [6]. For example, the lowest 10 m layer of the
atmosphere contributes 32%–36% of the total SDLR, whereas
the atmosphere above 500 m from the surface accounts for
only 16%–20% of the total SDLR. Therefore, the near-surface
temperature and/or water vapor are used to predict the SDLR
based on the Stefan–Boltzmann equation

SDLR = ε(Ta, ea)σ T 4
a (1)

where σ is the Stefan–Boltzmann’s constant (5.67 × 10−8

W m−2 K−4). ε is the atmospheric effective emissivity under
clear-sky conditions and can be formulated as a function of the
air temperature (Ta), water vapor pressure (ea), or both at the
screen level. Equation (1) is also known as the parameteriza-
tion scheme. Different strategies have been employed to repre-
sent ε under clear-sky conditions, and various parameterization
schemes have been formed [5], [7]–[14]. The parameterization
scheme is usually site-specific [15]. Their performance is
primarily affected by geographical locations and local envi-
ronmental conditions [16], [17]. The parameterization scheme
can achieve a high SDLR estimation accuracy if it is adjusted
or calibrated by local observational data and can achieve a
more robust estimate under various environmental conditions
when integrating the parameterization schemes with better
performance by Bayesian model averaging (BMA) [16]–[18].
Therefore, the parameterization scheme has gained popularity
in estimating the SDLR at the local scale.

Air temperature inversion (ATI) usually occurs at the near-
surface boundary layer, especially in mountainous regions [19]
and the Antarctic Plateau [20]. Previous studies have demon-
strated that ATI induces extra errors in the retrieval of the
land surface temperature (LST) and sea surface temperature
(SST) [21], [22]. Tang et al. [19] incorporated the ATI pro-
files from the Thermodynamic Initial Guess Retrieval (TIGR)
database [23] into the generalized split-window (GSW) algo-
rithm [24] and improved the LST retrieval accuracy under ATI
conditions. According to the sensitivity study of Gupta [25],
86% of the SDLR comes from the first layer of the atmosphere,
which is 50 hPa thick. The occurrence of ATI in the
near-surface boundary layer alters the atmospheric state and
certainly affects the estimate of the SDLR using a parameter-
ization scheme that does not consider the ATI phenomenon.
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To our knowledge, the sensitivity and applicability of parame-
terization schemes for clear-sky SDLR estimates have rarely
been investigated under ATI conditions. The objective of this
article is to investigate the sensitivity and applicability of the
widely used parameterization schemes to ATI and provide
guidance on how to select a suitable parameterization scheme
and correct the impact of ATI when estimating the clear-sky
SDLR under ATI. Section II describes the data and methods
used to investigate the impact of ATI. Section III provides
the estimation results of clear-sky SDLR under ATI using
simulated and observational data. The reason the SDLR is
underestimated for the ATI profiles and an empirical method
for correcting the impact of ATI are presented in Section IV,
and Section V provides a short summary.

II. DATA AND METHODS

A. Data

1) TIGR Database: The latest TIGR data set is a climato-
logical library of 2311 representative atmospheric situations
selected using statistical methods from 80 000 radiosonde
reports [23], [26]. Each atmospheric situation is described by
the temperature and the water vapor and ozone concentrations
at 40 levels between 0.05 and 1013 hPa. The water vapor
content of TIGR varies from 0.1 to 8.0 g/cm2, and the bottom-
level temperature ranges from 231 to 315 K. The TIGR
database has been widely applied in algorithm development
for the retrieval of the LST and surface upwelling longwave
radiation for its representativeness [27]–[30]. The clear-sky
ATI profiles in the TIGR database were used to investigate
the impact of ATI on the estimate of the clear-sky SDLR.

2) SURFRAD: The SRB network (SURFRAD) was estab-
lished in 1993 by the National Oceanic and Atmospheric
Administration’s Office of Global Programs [31]. SURFRAD
provides the measurements of the SRB components (including
upwelling and downward solar and infrared radiation and
direct and diffuse solar radiation) and meteorological para-
meters over seven sites that cover the grassland, cropland, and
desert land cover types. SURFRAD measurements have been
widely used for the validation of satellite-derived land surface
and atmospheric products. The SDLR was measured by the
Precision Infrared Radiometers (model PIR, Eppley Labora-
tories, Newport, RI, USA) in the spectral range of 3–50 μm;
this instrument can cover the spectral range of 4–100 μm via
calibration. The PIRs are mounted ∼8 m above the ground,
and the maximum signal comes from a 45◦ viewing zenith
angle. The overall accuracy of the measured data is approxi-
mately ±9 W/m2 [31]. The SDLR measurements are averaged
every 3 min and distributed in near real-time by anonymous
FTP (http://www.srrb.noaa.gov). Three years (2003–2005) of
measurements at seven SURFRAD sites were downloaded and
used in this article.

3) MODIS Atmospheric Profile Product: The Moderate
Resolution Imaging Spectroradiometer (MODIS) atmospheric
profile product (MOD07/MYD07) is produced by the
MODIS Atmosphere Science Team [32]. It contains the
temperature, dew point, and geopotential height pro-
files estimated at 20 fixed pressure levels ranging from
5 to 1000 hPa. MOD07/MYD07 also provides the

Fig. 1. (a) Example of the ATI profile from the TIGR database. (b) Contri-
bution of each layer to the total SDLR.

surface pressure and elevation. The spatial resolution of
MOD07/MYD07 is 5 km at nadir. Three years (2003–2005)
of data collocated with the SURFRAD sites were downloaded
and used to identify the occurrence of ATI at the SURFRAD
sites.

B. ATI Profile Identification

If the temperature difference between the second level
and bottom level (i.e., the surface) is larger than 1 K, then
ATI occurs, and the atmospheric profile is identified as an
ATI profile [Fig. 1(a)]. The 1 K threshold was used for the
consideration of the errors in the current atmospheric temper-
ature profile product. In the TIGR database, we can directly
calculate the temperature difference for each atmospheric
profile as the bottom level represents the surface. As far
as the MOD07/MYD07 product is concerned, we calculate
the temperature difference using the temperature at the two
lowest effective levels. ATI occurring at higher levels was not
considered. The intensity of ATI can be defined as [19], [33]

I = �T

�H
× 100 = T2 − T1

H2 − H1
× 100 (2)

where I is the ATI intensity, T1 is the air temperature at the
bottom level (surface), and T2 is the air temperature at the top
inversion level (unit: K). H1 and H2 are the corresponding
altitudes (unit: m).

C. Evaluation of the Parameterization Scheme Under ATI

As shown in Table I, six widely used parameterization
schemes were evaluated in this article. As most of the para-
meterization schemes are site-specific, their coefficients need
to be adjusted using the new representative samples when
applied to a new study area. The original coefficients and
the coefficients adjusted by Guo et al. [17] using globally
collected ground measurements are also provided in Table I.
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TABLE I

SELECTED CLEAR-SKY PARAMETERIZATION SCHEMES AND THEIR COEFFICIENTS

Fig. 2. Comparison of the calculated SDLR and simulated SDLR for the ATI profiles in the TIGR database.

Regarding the TIGR database, we first selected the clear-
sky profile. The profiles with a relative humidity greater than
90% at one level or greater than 85% at two successive levels
were labeled as cloudy atmospheric profiles and were excluded
from the TIGR database [34]. Then, the clear-sky ATI profiles
were identified using the temperature profile of the two bottom
levels. In total, we obtained 239 clear-sky ATI profiles from
the TIGR database. The selected ATI profiles were input into
the atmospheric radiative transfer code MODTRAN 5.0 [35]
to simulate SDLR. The simulated SDLR was treated as the
true value and used to evaluate the SDLR calculated by the
selected parameterization schemes. The air temperature and
relative humidity at the screen level were linearly interpolated
from the two bottom levels of the temperature and water
vapor profiles and were used to calculate the SDLR using the
equations listed in Table I. When tested by the SURFRAD
measurements, the site-measured air temperature and relative
humidity were used to calculate the SDLR using the equations
listed in Table I, and the site-measured SDLR was treated

as the true value. The bias, root-mean-square error (RMSE),
and the correlation coefficient (R) were used as the primary
indicators of the accuracy.

III. RESULTS

A. Evaluation by the TIGR Database

Fig. 2 shows the evaluation results of the SDLR estimated
by the adjusted coefficients using the ATI profiles in the
TIGR database. As we can see from Fig. 2, all the para-
meterization schemes underestimate the SDLR. Furthermore,
almost all the parameterization schemes underestimate the
SDLR in the range of 250–400 W/m2. The statistical results
are provided in Table II. Among the six parameterization
schemes, those proposed by Idso [13] and Prata [11] per-
form better than the other parameterization schemes, with the
lowest absolute bias (on the order of 5 W/m2) and RMSE
(∼15 W/m2) and the highest determination coefficients (0.97).
Followed by Brunt [7] and Carmona et al. [9], the absolute
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Fig. 3. Scatterplot of the SDLR residuals versus the ATI intensity for the six parameterization schemes.

TABLE II

EVALUATION RESULTS OF THE SIX PARAMETERIZATION SCHEMES FOR

ATI AND NORMAL PROFILES IN THE TIGR DATABASE. THE VALUES
IN PARENTHESES CORRESPOND TO THE VALUES DERIVED FOR THE

NORMAL PROFILES. (UNIT: WATTS PER SQUARE METER)

bias lies between 10 and 20 W/m2, and the RMSE is less
than 24.74 W/m2, and the determination coefficients are
larger than 0.95. The parameterization schemes proposed by
Swinbank [12] and Brutsaert [10] perform worst.

Using the same method, we investigated the accuracy of the
parameterization schemes using normal clear-sky atmospheric
profiles (without ATI occurrence) in the TIGR database.
We obtained 917 normal profiles. The statistical results are
also provided in Table II. The accuracy of the parameterization
schemes under normal conditions is similar to that in the study
by Guo et al. [17], where the absolute bias of each of the six
parameterization schemes was less than 5 W/m2. The absolute
bias values in this study are all less than 8.96 W/m2. Compared
to the performance of the parameterization schemes under
normal conditions, the performance of the parameterization
schemes in terms of the bias, RMSE, and coefficients of
determination under ATI degraded greatly as a whole. As a
result, all the parameterization schemes are sensitive to ATI.

Fig. 3 shows the scatterplot between the SDLR residuals
(the predicted SDLR minus the simulated SDLR) and the
ATI intensity. The SDLR residuals decrease and become more
dispersed with increasing ATI intensity. There is a logarithmic
relationship between the SDLR residuals and the ATI intensity.

B. Evaluation by the SURFRAD Data

In total, we extracted 155 clear-sky ATI profiles from
three-year MODIS atmospheric profile products at seven

SURFRAD sites. The comparison between the calculated
SDLR and the site-observed SDLR for the ATI profiles is
shown in Fig. 4. Similarly, all the parameterization schemes
underestimate the SDLR. The range of the SDLR shown
in Fig. 4 is narrower than that shown in Fig. 2. There are
only a few samples for which the SDLR exceeds 300 W/m2.
The reason lies in that the representativeness of extracted
ATI profiles at SURFRAD sites is weaker than that of the
ATI profiles extracted from the TIGR database, which causes
the representativeness of the samples produced from the
SURFRAD sites is slightly worse than the samples produced
from the TIGR database. The statistical results are pre-
sented in Table III. Among the six parameterization schemes,
the performance of the parameterization scheme proposed by
Carmona et al. [9] is the best, with a bias, RMSE, and deter-
mination coefficient of −4.19 W/m2, 16.39 W/m2, and 0.89,
respectively. The absolute bias, RMSE, and determination
coefficients are approximately 15 W/m2, 20 W/m2, and 0.89,
respectively, for the parameterization schemes proposed by
Brunt [7], Idso (1981), and Prata (1996). The performance of
the parameterization schemes proposed by Swinbank [12] and
Brutsaert [10] is much worse, with absolute bias and RMSE
values larger than 20 and 25 W/m2, respectively. Regarding
the different performance of the parameterization schemes for
the ATI profiles in the TIGR database and at SURFRAD sites,
the reason may be that the ATI profiles at SURFRAD sites are
much less representative that those in the TIGR database.

Then, we investigated the performance of the parameter-
ization schemes using normal profiles collocated with six
SURFRAD sites. In total, we extracted 4148 normal profiles
at the SURFRAD sites. The statistical results are provided
in Table III. The absolute bias and RMSE of all the parame-
terization schemes are less than 6.48 and 14.31 W/m2, respec-
tively, the determination coefficients are larger than 0.94, with
the exception of the parameterization scheme proposed by
Swinbank [12], whose RMSE is 40.37 W/m2.

In conclusion, the performance of the parameterization
schemes in terms of the bias, RMSE, and determination coef-
ficients under ATI degraded greatly when compared to those
under normal conditions. All the parameterization schemes are
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Fig. 4. Comparison of the calculated SDLR and observed SDLR for the ATI profiles at the SURFRAD sites.

TABLE III

EVALUATION RESULTS OF THE SIX PARAMETERIZATION SCHEMES FOR

THE ATI AND NORMAL PROFILES AT THE SURFRAD SITES.
THE VALUES IN PARENTHESES CORRESPOND TO THE

VALUES DERIVED FROM THE NORMAL PROFILES.
(UNIT: WATTS PER SQUARE METER)

sensitive to ATI. We did not find the logarithmic relationship
between the SDLR residuals and the ATI intensity at the
SURFRAD sites, which may be attributed to the representation
of the limited ATI profiles we extracted at SURFRAD sites.
The scatterplot is not shown here for simplicity.

IV. DISCUSSION

A. Necessity of Coefficients Adjustment Under ATI

In Tables II and III, the SDLR was calculated by the
coefficients adjusted by the globally distributed ground mea-
surements. The efficacy of coefficient adjustment has been
demonstrated by using the observations without specifically
considering the occurrence of ATI [9], [17]. In this article,
we found that coefficient adjustment can improve the perfor-
mance of the parameterization schemes under ATI in the TIGR
database and SURFRAD sites. For example, the accuracy
of the parameterization schemes in terms of the bias and
RMSE are improved to some extent with the exception of the
parameterization scheme proposed by Idso [13], which can be
clearly seen from Tables II and IV.

B. Reason for SDLR Underestimation Under ATI

The physical basis of the parameterization scheme that uses
the air temperature and/or water vapor at the screen level to

TABLE IV

EVALUATION RESULTS OF THE SIX PARAMETERIZATION SCHEMES USING

THE ORIGINAL COEFFICIENTS FOR THE ATI PROFILES IN THE

TIGR DATABASE. (UNIT: WATTS PER SQUARE METER)

calculate the SDLR is that the SDLR is dominated by the
radiation of a shallow layer close to the surface [6]. According
to the case study of Gupta, 86% of the SDLR comes from the
first layer of the atmosphere, which is 50 hPa thick. We also
conducted a sensitivity analysis using an ATI profile in the
TIGR database. Fig. 1(a) shows the selected ATI profile, which
was input into MODTRAN 5.0 to calculate the contribution of
each layer to the total SDLR. As shown in Fig. 1(b), the first
layer [from the surface (1013 hPa) to the first level (955 hPa),
58 hPa thick] only accounts for 63.4% of the total SDLR.
The reduced contribution of the shallow surface layer to the
total SDLR certainly underestimates the SDLR under ATI.
The appearance of ATI alters the contribution of the shallow
layer near the surface, which violates the assumption of the
parameterization scheme and affects the accuracy of the SDLR
estimate. This phenomenon is why all the parameterization
schemes underestimated the clear-sky SDLR under the ATI
profiles (Tables II and III).

C. Correct the Impact of ATI

Current atmospheric profile products such as MODIS [36],
Atmospheric Infrared Sounder (AIRS) [36], and Infrared
Atmospheric Sounding Interferometer (IASI) [37] are publicly
available and can help us identify the occurrence of ATI. With
ATI known a priori, we can choose a suitable parameterization
scheme based on the results of this study and achieve an
accurate estimate of the clear-sky SDLR. This is a straightfor-
ward approach. How to correct the impact of ATI and improve
the accuracy of the parameterization schemes under ATI also
deserve trying.
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Fig. 5. Comparison between the observed SDLR and the SDLR after
correcting the ATI impact.

TABLE V

ACCURACY OF THE SIX PARAMETERIZATION SCHEMES FOR THE ATI
PROFILES AT THE SURFRAD SITES AFTER CORRECTING THE

ATI IMPACT USING THE FIT LOGARITHMIC FUNCTIONS

LIKE (3). (UNIT: WATTS PER SQUARE METER)

According to the scatter plots in Fig. 2, we fit a logarithmic
relationship between SDLR residuals and ATI intensity. For
example, the formulation between SDLR residuals predicted
by Brutsaert [10] can be expressed as

SDLRresidual = −11.0 ∗ log(ATI) − 26.04 (3)

where SDLRresidual is the SDLR residuals. We can fit the
formulation like (3) to calculate SDLRresidual for each para-
meterization scheme, and correct the impact of ATI by minus
SDLRresidual from the estimated SDLR. Fig. 5 shows the
comparison between observed SDLR versus the SDLR after
correcting the ATI impact at SURFRAD sites. Clearly, most of
the points are distributed around the 1:1 line. Table V shows
the accuracy of the six parameterization schemes after correct-
ing the ATI impact. Comparing Tables III and V, the perfor-
mance of parameterization schemes is remarkably improved
in terms of the values of bias and RMSEs. The determination
coefficients are barely changed. Note the thickness of the ATI
layer is different in TIGR database and SURFRAD sites. The
difference is not considered in correcting the ATI impact at
SURFRAD sites.

V. CONCLUSION

The occurrence of ATI alters the atmospheric state at the
near-surface boundary layer, which substantially affects the
accuracy of the clear-sky SDLR estimate. However, no study
has investigated the influence of ATI on the estimate of the
clear-sky SDLR. This article investigated the impact of ATI
on the estimate of the clear-sky SDLR using parameteri-
zation schemes. According to the evaluation results using
ATI profiles in the TIGR database and SURFRAD sites,
all the parameterization schemes are sensitive to ATI, and
their accuracy is degraded greatly as a whole. The SDLR is

underestimated for ATI profiles from both the TIGR database
and SURFRAD sites. The parameterization schemes proposed
by Idso [13], Prata [11], and Carmona et al. [9] perform
better than the other three parameterization schemes, with bias
values of approximately −10 W/m2 and RMSE values less
than 20 W/m2. With the simulation study, we provided the
reason for SDLR underestimation for ATI profiles. Finally,
we proposed an empirical method to correct the impact of
ATI on the estimate of SDLR using the parameterization
schemes. The accuracy of all the six parameterization schemes
is remarkably improved at SURFRAD sites after correcting
the impact of ATI, with the absolute values of bias and
RMSEs less than 10 and 20 W/m2 at SURFRAD sites. The
development of new parameterization schemes incorporating
the impact of ATI is urgently needed.
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