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Abstract— Land surface albedo analysis and prediction are of
great significance for global energy budget research and global
change forecasting. Research has been performed on time series
albedo analysis but seldom attempt was performed on land sur-
face albedo prediction. This article develops an effective method
for land surface albedo prediction from Moderate-Resolution
Imaging Spectroradiometer (MODIS) time series albedo data
(MCD43A3). It consists of time series data decomposing and time
series data forecasting. The ensemble empirical mode decompo-
sition (EEMD) method decomposes the MODIS historical time
series albedo data into several intrinsic mode functions (IMFs)
and one residual series, then the nonlinear autoregressive neural
network (NARnet) method is used to forecast each IMF com-
ponent and residue. The predictions of all IMFs and residue
are summed to obtain a final forecast for the albedo series. The
proposed method was performed on monthly and daily albedo
prediction both in snow-free and snowy areas. The results showed
that the forecast albedo consists of the MODIS albedo data well,
with R? greater than 0.89 and RMSE less than 0.052 for snow-
free areas. For snowy areas, the forecasting also performed well
during snow cover periods, with R? greater than (.76 and RMSE
less than 0.076. For irregular change periods of snow falling and
melting, it is hard to get very high prediction accuracy due to
the irregular land surface change. For this problem, more land
surface information should be introduced, or adjusting the model
over time is necessary.

Index Terms— Albedo, ensemble empirical mode decomposi-
tion (EEMD), nonlinear autoregressive neural network (NARnet),
time series.
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I. INTRODUCTION

AND surface albedo, the ratio of reflected solar radi-

ation to the total incident solar radiation, has been
identified by the global terrestrial observing system (GTOS)
as a crucial climate variable that adjusts Earth’s radiative
budget [1]-[4]. The radiation absorbed by the land sur-
face is the initial energy input in the ecosystem cycle,
and it is stored in the soil-vegetation biophysical system
until further conversion [5]-[8]. Studies have shown that
albedo may have a significant influence in regulating the
energy cycle [9]. Global climate studies can obtain albedo
data sets from Advanced Very High-Resolution Radiome-
ter (AVHRR) [10]-[12], Moderate-Resolution Imaging Spec-
troradiometer (MODIS) [13], Global Land Surface Satellite
(GLASS) 14, and other coarse-resolution sensors. Time series
albedo data provide information on land surface energy and
support the analysis of global and regional change. Modeling
albedo time series and forecasting short-term albedo values in
the future are of great significance to meteorological predic-
tion, agricultural monitoring, urban environmental assessment,
and forest management [15]. The update of land surface
albedo by substituting the albedo derived from soil and vege-
tation type map with remotely sensed albedo product, which
has essential spatial and seasonal variability, can effectively
explain the regional scale tropical deforestation [16]. It is
also confirmed that the use of near-real-time forecast albedo
has an impact on surface carbon and energy fluxes in the
global model [17]. The introduction of land surface variables,
including albedo, in the prognostic model is a possible way to
reduce the global model noise. Therefore, efficient techniques
and methods for albedo forecasting are needed. Temporal and
spatial complete albedo is needed when it is used in the global
model. But due to cloud contamination, remote sensing albedo
products remain a large number of absent values. Forecasting
short-term albedo values in the near future is also an efficient
way to fill the data absence as it always includes historical
data processing.

There are many models for time series forecasting, such as
statistical methods, simulation methods, and neural network
methods. Some frequently used statistical methods that can
characterize nonstationary time series data and predict future
values have been widely used in the prediction of remote
sensing parameters, including dynamic harmonics regression
(DHR), seasonal-trend decomposition procedure based on
loess (STL), and seasonal autoregressive integrated moving
average (SARIMA). Jiang et al. [18] used MODIS historical
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leaf area index (LAI) data as input data to predict the future
values of LAI based on the DHR model. The model can
decompose the LAI time series of each pixel into several
components: trend, intra-annual variations, seasonal cycle,
and stochastic stationary or irregular parts, finally generate
accurate prediction LAI time series and produce the smoothest
curve. Cristina et al. [19] identified the temporal variability
of the dynamic features in the MEdium Resolution Imaging
Spectrometer (MERIS) products for water leaving reflectance
and Algal Pigment Index 1 (API 1) using the STL model-
ing method. Zhou et al. [20] used a data-based mechanism
(DBM) method to model MODIS time series and predict the
next moment LAI value that are used to construct the dynamic
model. Wang er al. [21] combined the autoregressive inte-
grated moving average (ARIMA) method with the ensemble
empirical mode decomposition (EEMD) method to forecast
the annual runoff time series. EEMD decomposes the original
annual runoff time series for a deep insight into the data
characteristics, and different ARIMA models are used to fore-
cast each component. Through the three different reservoirs
in China, the EEMD-ARIMA method can predict the annual
runoff well. Although the statistical methods described above
have advantages when used in modeling remotely sensed
data, they also have obvious shortcomings, which include the
uncertainty and divergence of prediction results due to the
mutation and quantitative restriction of learning data.

Data assimilation involves field and remote sensing observa-
tions into the physical models through iterative minimization
of a cost function, and it is an efficient way of estimating and
forecasting land surface parameters from remotely sensed data.
Xu et al. [22] proposed a case study of assimilating the Soil
Moisture and Ocean Salinity (SMOS) soil moisture data into
a coupled land-surface and hydrological model MESH with
an ensemble Kalman filter (EnKF) method. The assimilation
of SMOS retrievals greatly enhances the ability of the MESH
model in simulating soil moisture. Xiao et al. [23] proposed
a new algorithm to estimate LAI from time-series MODIS
reflectance data. This method coupled a radiative-transfer
model with a double-logistic LAI temporal-profile model to
generate a temporally continuous LAI product based on the
shuffled complex evolution optimization method. The accuracy
of this method is significantly higher than the MODIS LAI
product. Ines et al. [24] developed a data assimilation-crop
modeling framework to improve the prediction of crop yields.
This framework incorporates remotely sensed soil moisture
and LAI into the decision support system for agro-technology
transfer—cropping system model (DSSAT-CSM)-maize model
and uses the EnKF method to simulate and predict crop
yields. Though the simulation method can effectively update
the analysis with new observation data induced, there are
also unavoidable defects in the disposal of sample and mode
erTors.

The prevailing machine learning (ML) methods, which
automatically learn the mechanism from the data itself, are
robust in time series prediction. Sauter et al. [25] developed
a nonparametric approach to forecast the development of
snow cover and snow duration in the future. The method
combined nonlinear autoregressive networks with exogenous
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inputs (NARX) with remote sensing and geographical informa-
tion system (GIS), effectively improved the spatial resolution
of snow patterns by incorporating complex structures of the
underlying terrain. Zhang et al. [26] established a nonlinear
autoregressive neural network (NARnet) model for forecasting
the number of electric vehicles (EVs) in Shenzhen City. The
results showed that the NARnet model for forecasting the
charging demand of EVs tends to deliver good performance in
future practical applications. In fact, the NARnet can be used
to predict many kinds of nonlinear time series data because of
its strong self-learning and multistep prediction ability when
there is no available exogenous data. However, similar to other
neural networks, NARnet does not have the ability to explain
its reasoning process and reasoning basis, as it turns all of its
reasoning into numerical computation; therefore, the predicted
results are bound to lose information when the amount of
learning data is limited or the time series is irregular. Time
series need to be presented in more detail to discover their
internal trends and seasonality.

Although those methods described above have been widely
used in the prediction of many surface parameters, there is
no practical method for predicting time series surface albedo.
To overcome the difficulty in albedo prediction, this article
explores a new noise-assisted data analysis (NADA) and
prediction method: EEMD-NARnet. The EEMD method has
been proven to be a quite reliable method for discovering the
trends and periodic characteristics from nonlinear and non-
stationary data and it has been used in many disciplines,
such as seismology, economics, and hydrology [21], [27]-[29].
In this article, the EEMD model evolved from the empirical
mode decomposition (EMD) is used for decomposing time
series and extracting nonlinear trends, seasonal, or other useful
information to supply more abundant and regular data for
NARnet model. Abnormal data hidden in the time series
will be represented as residue. This method greatly improves
the fault tolerance of learning data compared with traditional
statistical methods. The NARnet method uses only the historic
state of the system for forecasting future values, and it has
the characteristics of memory and feedback when there is no
exogenous data, it can avoid multiparameter sample processing
and mode error in the simulation method. Combining these
two methods can effectively improve the recognition ability
of uneven information in time series and model prediction
ability [30].

II. EXPERIMENTAL AREA AND DATA

A. Study Area

We chose two study areas to test this algorithm: Fair Bluff
and Under-Khuan. Fair Bluff is located in Columbus County,
North Carolina, United States, at a latitude of 34.3112°N and
longitude of 79.03239°W. The region has a subtropical climate
with a growth period of 275 days and an average annual
temperature of 19 °C. It is rainy in July and August and
the driest months are October and November. The average
annual rainfall is 117-137 cm. The main land cover types are
croplands, evergreen broadleaf forests, and woody savannah,
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Fig. 1. Land surface cover map of (Left) Fair Bluff and (Right) Under-Khuan in 2010.
TABLE I TABLE II
SELECTED PIXELS INFORMATION IN FAIR-BLUFF SELECTED PIXELS INFORMATION IN UNDER-KHUAN
number  Latitude(®)  Longitude(®) Land cover types number  Latitude(®)  Longitude(®) Land cover types
pixel 1. 33.990N  79.091W Water pixel 1 53324N  102535E Water
pixel 2 34.706N 78.349W Evergreen Needleleaf Forests ixel 2 52 681N 103.605E Everereen Needleleaf Forests
pixel3  33.919N 78.738W Evergreen Broadleaf Forests P ' ’ veR
. ' ’ . pixel 3 52.68IN 102.954E Deciduous Needleleaf Forests
pixel 4 33.979N 78.344W Deciduous Needleleaf Forests ixel 4 52 758N 102.423E Decid Broadleaf F
. . pixe . . eciduous Broadleaf Forests
pixel 5 33.924N 78.718W Deciduous Broadleaf Forests ixel 2 681N 1 9E Mixed F
pixel 6 34.888N 78.713W Mixed Forests pixel 5 52.68 03.77 xed Forests
. ' ’ pixel 6 53.128N 102.780E Closed Shrublands
pixel 7 34.878N 78.768W Closed Shrublands .
ixel 8 34.914N 78.935W Woody S pixel 7 52.688N 103.395E Woody Savannas
pixe : : O0CY Savanas ixel 8 53.883N 103.367E Grassland
pixel 9 34.606N 78.445W Grasslands pxe : : rassiands
. pixel 9 53.743N 102.738E Permanent Wetlands
pixel 10 34.903N 78.364W Permanent Wetlands ixel
pixel 11 34.878N 79.051W Croplands pixel 10°53.289N 103.234E Croplands
el 12 34.464N 78.571W Urban and Built-up Lands pixel 11 53.974N 102.919E Urban and Built-up Lands
P ' ' P pixel 12 53.373N 102.542E Snow and ice

and there are also some other land cover types, such as
evergreen needleleaf forests, mixed forests, and grasslands.

Under-Khuan is a town in the first administrative region of
the Russian Federation, located at 53.4011°N, 103.1017°W.

This is a mountainous region with a temperate continental
climate. It is cold and dry in winter and rainy in summer. The
annual average temperature is below zero. In July, the average
temperature ranges from 16 °C to 19 °C. In low-lying areas,
even in the summer, there are frosts. The average temperature
in January is from —19 °C to —20 °C. The land cover types are
mainly farmland and evergreen needleleaf forest. Fig. 1 shows
the land cover types of the two research areas; the research
area is 100 km x 100 km (200 x 200 (500 m) pixels) for
each site.

In each study area, several pixels of different land cover
types are selected to evaluate the modeling and forecasting
accuracy. The attributes of selected pixels in Fair Bluff are
given in Table I, and the attributes of selected pixels in
Under-Khuan are given in Table II.

B. MODIS Albedo/BRDF Database

The MODIS albedo (MCD43A3 Collection 6) data are
used for albedo time series modeling and forecasting.

The MODIS albedo product is produced with a semi-
empirical bi-directional reflectance distribution function
(BRDF) model [13], [31], [32]. The Ross-Li kernel model,
proposed by Roujean et al. 35, is a linear kernel-driven model
to fit and estimate BRDF [34]. It is expressed as follows:

R@,V, ¢, A)
= ﬁso(A)+fvol(A)Kvol(9, v, ¢)+fgeo(A)ng0((9, v, ¢)
(1

where R(0,1, ¢, A) is the frontal reflectivity with a solar
zenith angle 6, observed zenith angle ¥, relative azimuth ¢,
and wavelength b and A. fiso(A4) is the proportion of uniform
scattering in all directions, fyo1(4) is the proportion of vol-
ume scattering, feeo(4) is the proportion of geometric optical
scattering, Kgeo (0, U, ¢) is LiSparse kernel.

The MODIS albedo (MCD43A3 Collection 6) data are
estimated from all the cloud-screened, snow-flagged, and
atmospherically corrected MODIS Terra and Aqua surface
reflectance observed at each pixel location over a 16-day
period [35]. The daily, 500-m combined albedo product pro-
vides black-sky albedo (BSA) and white-sky albedo (WSA)
for the seven MODIS bands (MODIS channels 1-7) and
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for three broad bands (0.3-0.7, 0.7-5.0, and 0.3-5.0 um)
38,39,40. Blue-sky albedo can be calculated from BSA and
WSA according to the proportion of sky scattered light [39].
The formula is expressed as

a @i, A)=(1=s(0it(A))aps O, 1) +sOit (1)) aws @, 1) (2)

where a(6;, 1) is the BSA of the band 1 at a solar zenith angle
of 0; aps(0;, 1) is BSA, and a,,(0;, 1) is WSA. s(#;, (1))
is the fraction of diffuse skylight when the solar zenith angle
is 0; it is a function of aerosol optical depth, and it can be
calculated using a predetermined lookup table (LUT), based
on a 6S atmospheric radiative transfer code.

The black-sky and white-sky shortwave albedos are derived
by fusing the narrowband albedos, using the narrowband to
broadband albedo conversion formula [40], [41]. Not every
pixel value in MCD43A3 is available. For those situations
where the retrieval failed, the a priori estimates come from a
global database of previously collected high-quality MODIS
BRDF/albedo retrievals for that pixel are used as the backup
algorithm. The backup algorithm retrievals are flagged as low-
quality results. If no observations are obtained during the
16-day interval, the pixel will be stored with a filled value [42].

In this article, data from 2001 to 2017 is downloaded from
https://ladsweb.modaps.eosdis.nasa.gov for each site. Tempo-
ral complete albedo data are needed for time series modeling
and forecasting; therefore, the filled value, which is considered
as the lowest quality, is substituted using the space informa-
tion [43]. The ecosystem of the Earth’s surface is closely
related to the type of surface, and the same type of land
surface is more likely to have similar reflection and absorption
characteristics [44]. Therefore, the filled pixels are replaced
with the average of all values that have the same kind of land
type in a window (5 x 5 pixels) centered on the target pixel.
If there are no values available in the window, albedo values
for the nearest five years will be averaged to fill the absence,
and land cover map for each year is used to identify the land
cover types.

The MODIS albedo product (MCD43A3 Collection 6) has
a spatial resolution of 500 m and a temporal resolution of
one day. Monthly albedo and daily albedo values are used in
this article. The monthly albedo was obtained by taking the
average of all the days in a month.

III. METHODOLOGY

The albedo forecasting algorithm consists of three steps:
first, the albedo time series is decomposed based on EEMD,
then the NARnet prediction method is performed on the
decomposed time series to get near future forecasting for each
component, finally, all forecast parts are compiled together to
obtain the final forecasting.

Different methods were performed to obtain high accuracy
albedo time series for snow-free and snowy areas. In snow-
free areas, the time series of all monthly albedo values from
2001 to 2016 is decomposed into several intrinsic mode
functions (IMFs) and one residue, then the NARnet method is
used to forecast each IMF and residue. All prediction results
are recombined to obtain the final forecast time series albedo.
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In snowy areas, we reconstructed the time series using albedos
of the same month from 2001 to 2016, and the forecasting
methods are the same as for the snow-free areas. A flow chart
outlining the method is shown in Fig. 2.

A. EEMD

The EMD is a self-adaptive decomposition technique.
It catches the intrinsic oscillatory rule according to the char-
acteristic frequencies in the nonlinear and nonstationary data
empirically and decomposes the data into several IMFs and
one residue. The IMFs represent the different properties of
the time series using different fast and slow oscillation com-
ponents with a zero average. The components have different
properties in contrast to the Fourier series, which are composed
of simple sinusoidal functions [45]. The EMD decomposition
process can be summarized as follows.

1) Determine all the maximum points of the original data
sequence s(¢) and fit the upper envelope emax(t) of the
original data with spline interpolation function.

2) Determine all the minimum points of the original data
sequence s(¢) and fit the lower envelope emin(t) of the
original data with a spline interpolation function.

3) Calculate the mean value m(z) of the upper envelope
and the lower envelope

m(t) = (emin(t) + emax(t))/z' (3)

4) Obtain a new data sequence d(¢) from the difference of
the original data sequence s(¢) and the average envelope
m (t)

d(t) = s(t) —m(z). 4)

5) The IMFs need to follow two conditions. First, in the
whole time series, the number of zero-crossings and
local extreme must be equal to or less than one. Second,
the local mean defined by the local maxima and the
envelope defined by the local minima is zero. If d(r)
does not meet the two conditions, then it is not an
IMF, and s(¢) is replaced with d(¢) and steps 1-4 are
reiterated until d(¢) meets the two conditions of the IMF.

Although EMD has a strong self-adaptive decomposition
ability for nonlinear and non-stationary data, mode mixing
is always an intractable problem in application [46]. Mode
mixing occurs when jumping changes exist in the time series.
In general, each IMF should have only one frequency, but
sometimes one IMF component decomposed by EMD may
contain different time scale features; thus, two or more fre-
quencies may appear separately in different IMFs [47].

The mode mixing problem is not only related to the algo-
rithm but also affected by the frequency characteristics of the
original data. EEMD, a NADA method, proposed by Wu and
Huang [48] is used to solve the mode mixing problem. White
noise is added to the time-series data, and EMD is performed
to decompose the data into IMF components. This step is
repeated n times, and all the results are averaged to obtain
the final decomposition. In this procedure, the time series
with added white noise is distributed uniformly throughout
the time—frequency space, the data at different time scales
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Fig. 2. Flowchart of albedo prediction using the EEMD-NARnet method.
will be automatically distributed to the appropriate reference
scale, the noise signals will cancel one another, and the
result of the ensemble mean can be taken as the final result.
the EEMD decomposition process can be summarized as
follows.
1) Add a normal distribution white noise to the original
signal.
2) Decompose the new signal with an added normal distri-
bution of white noise into several IMFs.
3) Repeat steps 1 and 2, adding different white noise
sequences each time.
Take the average of each corresponding IMF component in
the N decompositions as the final result.

B. NARnet

The NARnet is a suitable method for predicting future
values based only on the historic state of the system, with
the characteristics of memory and feedback when there is no
exogenous data [49]. The NARnet model predicts future values
using only past values of itself; when we take the history value
as the input data, the model is constructed as follows:

s Yn—d) +déen (5)

where y is the output data, » is the time series, ¢, is a random
variable obeying the Gauss distribution, d is a constant that
represents the lag desired, and f is the neural network.

In the NARnet model, a neural network should be estab-
lished for training the model, and the number of input layer,
output layer, and hidden layer is needed to control the neural

ynzf(ynilﬁ"‘

network training and model prediction. After completing the
former step prediction, the output will be the input to adjust
parameters in the next step. Because the model output is
albedo only, the output layer is set to 1. The number of input
layer determines how much data will be used in each layer’s
prediction. In this article, the input layer number of 12-24 with
a step of 1 was tested, which means 12-24 months’ data
were used in each layer’s prediction. The number of hidden
layer determines the performance of the model prediction; if
it is too small, the true trend of the historical data cannot
be effectively displayed. If it is too big, the model is prone
to over-fitting. In this article, the input layer of 12-24, and
the hidden layer of 10-30 both with a step of 1 were input to
NARnet model, the model trained and gave an optimal training
result determined with RMSE. To guarantee the stability and
accuracy of the model, we repeated the training procedure
for 1000 times and found that the most frequent combination
of the two parameters is 20 (input layer) and 20 (hidden
layer). We then checked the statistics of RMSEs for each
combination and found with the same values when referring
to mean, minimum, and maximum. Thus, both the input layer
and hidden layer are set to 20 in this article [26].

C. EEMD-NARnet Model for Albedo Forecasting

The EEMD-NARnet model is used for albedo forecasting.
First, the EEMD is used to divide the original time series
albedo into several IMFs, which have symmetrical amplitudes
and are centered at a particular frequency or time scale. Mean-
while, one residue is also generated with the decomposition.

Authorized licensed use limited to: Beijing Normal University. Downloaded on April 25,2020 at 06:10:21 UTC from IEEE Xplore. Restrictions apply.


zhouhm
高亮


ZHANG et al.: FORECASTING TIME SERIES ALBEDO USING NARnet BASED ON EEMD DECOMPOSITION

3549

0.01
_001 | 1 | | | | | | | | | | | | | 1 |
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 20122013 2014 20152016 2017
5 o WW\ANNWV\WN\/\/
_001 | 1 | | | | 1 | | | | 1 | | | | |
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 20152016 2017
0.01
E WWW/\/NW
0. 1 | | 1 | | 1 | | 1 | | | | | | J
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
0.005
% /\-/\/\/\/\//\f
_0005 | | | | | | | 1 l | | | | 1 | | |
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 20122013 2014 2015 2016 2017
0.005
E W
L _0005 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | |
200120022003 2004 2005 2006 2007 2008 2009 20102011 201220132014 201520162017
0.03r
v
g oo2f J—
001 | 1 | | | | | | | | 1 | | | | | |
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
0112
@
% 0.11 ——training series
é ——forecasting value
01 08 | | | | | |

Fig. 3.

Second, for each IMF component and residue, NARnet is used
to forecast the target time series. Finally, all the components
and residue are summed to obtain the final prediction result.

There are two pivotal parameters that need to be set:
the number of the ensemble and the intensity of the white
noise. The ensemble can effectively solve the model mixing
problems in EMD. The white noise distributed in the whole
time frequency uniformly plays an important role in adjusting
signals at different time scales. The statistical relationship
among the ensemble number, n, the intensity of the white
noise, ¢, and the standard deviation of the error, o, can be
expressed as follows:

(6)

In this article, we implement the decomposition algo-
rithm with an ensemble number of 100 and a white noise

1 1 | |
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Year

Decomposition and prediction of time series albedo in a cropland pixel.

intensity of 0.2 times the standard deviation according to
Wu and Huang [48].

Decomposition and prediction are the main features of the
EEMD-NARnet when applied for albedo forecasting. The
decomposition is used to simplify the forecasting task, and
the ensemble is used to ensure the consistency of the neural
network prediction.

IV. RESULT
A. Monthly Albedo Prediction at a Single Point

The albedo EEMD-NARnet forecasting model is first
applied to forecast monthly albedo at a cropland pixel. Data
from 2001 to 2016 is used for model training, and data
of 2017 is used for validation.

The time series albedo from 2001 to 2016 is decomposed
by the EEMD method first. Fig. 3 shows the decomposition
and prediction results of each component. The original time
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Fig. 5. [Illustration of the consistency between the predicted albedo from EEMD-NARnet and the MODIS albedo in a snow-free area. The month of year is
indicated for each monthly albedo map (YEAR-MONTH).

series is decomposed into five intrinsic mode components, scales; characteristics of the series can be expressed at different
IMF1, IMF2, IMF3, IMF4, IMF5, IMF6, and one residue. The resolutions. The frequencies of these components ranged from
IMFs represent the most significant and important information high to low, and EEMD can be regarded as a set of adaptive
of the original time series, and they contain different time high-pass filters.
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Fig. 6. Scatterplot and statistics for a snow-free area; the density plot uses color from blue to red to represent density from low to high, respectively.

IMFs and residue from EEMD are used as the input data in
NARnet; after loading the accumulated data, there are three
critical parameters that should be set—the number of input
layer, output layer, and hidden layer. In this article, the number
of input layer is set to be 20, the number of output layer is set
to be 1, and the number of hidden layer is 20. The near future
forecasting obtained with NARnet is shown in red in Fig. 3.
The final forecasting albedo time series can be obtained by
adding all the predicted components. Fig. 4 illustrates the
albedo forecasting results using EEMD-NARnet models.

From Fig. 4, we can see that the prediction results are
in good agreement with the MODIS data. This reflects the
periodic characteristics of the monthly average albedo well.
Albedo value in 2017 goes up in the first half year and
then goes down in the second half year. The statistical test
shows the forecast value with MODIS product. The Bias is
0.0277 and RMSE is 0.0039.

B. Monthly Albedo Prediction for a Snow-Free Area

The EEMD-NARnet method is then performed on a
snow-free area in Fair Bluff. For the entire research area

of 200 x 200 pixels (100 x 100 km), various land cover
types such as water, evergreen needleleaf forests, evergreen
broadleaf forests, deciduous needleleaf forests, deciduous
broadleaf forests, mixed forests, closed shrublands, woody
savannas, grasslands, permanent wetlands, and croplands are
included. The predicted time series albedo is compared with
MODIS albedo data in Fig. 5. From Fig. 5, we can see that
the predicted albedo captured the main future of the land
surface albedo variation. Albedo increases steadily from year
beginning to mid-year, then decrease till the year-end. Land
surface albedo has a relatively stable change pattern in the
snow-free area, the variation pattern consists well with MODIS
product. The study area is located in California, during the
summer the climate is dry and hot and the vegetation is sparse,
the land surface is dominated by bare soil, and thus, albedo
value remains at a high level. During the winter, the climate
becomes mild, the precipitation increases, the vegetation enters
the growing season, and the land surface albedo begins to
decrease [50]. The monthly average albedo prediction maps
can reflect the characteristics of season and vegetation growth
change. The albedo distribution for both predicted and MODIS
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time series varies simultaneously. Fig. 6 shows the scatterplot
of monthly average albedo predicted from EEMD-NARnet
and monthly MODIS albedo product. For each month, the
pixel-value-based scatterplot exhibits a good agreement with
the RMSE from 0.0045 to 0.0052 and the R? from 0.8929 to
0.9311, which indicates that the EEMD-NARnet model works
well for monthly albedo prediction in snow-free areas.

C. Monthly Albedo Prediction for a Snowy Area

Snowfall is an important factor that causes a dramatic fluc-
tuations in land surface albedo, and it hinders the prediction
of time series albedo due to its irregularity. In this article,
the EEMD-NARnet model is employed to forecast time series
albedo over the snowy area in Under-Khuan. Fig. 7 shows
the prediction results in a 200 x 200 pixel (100 x 100 km)
area in 2017. In the snowy area, the albedo value is high in
the nongrowing season and low during the growing period.
Compared with MODIS albedo data, the predicted result can
capture the albedo variation pattern both in the snowy period
and the growing season. The spatial distribution pattern is also
consistent with MODIS data. However, a slight overestimation
exists in April, October, and November, which occurs in all
land cover types.

0.5 0.6 0.7 0.8 0.9 1

Time series albedo predicted from EEMD-NARnet and the MODIS albedo in a snowy area. The month is indicated for each monthly albedo map

Fig. 8 shows the scatter plot of predicted albedo and MODIS
product for each month. Overall, the prediction has high accu-
racy, RMSE of the snow-free period (May—September) ranges
from 0.0127 to 0.0249. For the snowy period, the situation
is more complex: from December to the following March,
the average temperature of these months is —12 °C, and the
land surface has consistent snow cover, the albedo value is
high. In April, October, and November, overestimation occurs.
In this area, April is the local snowmelt season, October and
November comprise the local snowfall season, and the average
temperature is 5 °C. The emergence and melting of snow
promotes a rapid surface change, which makes the prediction
more difficult [51].

In the snowy area, the albedo prediction accuracy depends
on the time span and intensity of snowfall, and other surface
parameters play a very small role. Time span and intensity
of snowfall affect the fluctuation of surface albedo directly;
in fact, albedo is relatively stable in snowy areas throughout
the year. Instead, in some mid-latitude regions, the snow cover
period may last only a few days. The drastic change of surface
albedo will bring great errors to the prediction.

Fig. 9 shows the annual variation of average April albedo
over the different land surface types in Table II. From
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2001 to 2016, the increase of land surface albedo caused
by snowfall is more obvious, especially in 2006 and 2010.
The prediction algorithm depends on the trend of historical
data, and when recent data are out of the cycle of historical
change, the estimated results will produce large deviations.
In April 2017, the snowfall in this area decreased signifi-
cantly, so a higher estimation was produced. Overestimation
in October and November can be explained accordingly.
Another important factor which causes prediction error
is human activities. Fig. 10 shows the scatterplot of the
estimated albedo and MODIS albedo product for different
land cover pixels. From Fig. 10, we can see that the albedo
is overestimated in snowy urban area, which is mainly due
to unpredictable human activities in this area. The prediction
accuracy is better for vegetation lands than urban lands.

D. Daily Albedo Prediction at Snow-Free and Snowy Area

Monthly albedo, derived by averaging and filling the
MCD43A3 time series, exhibits a certain degree of smoothness

0
0 010203040506070809 1
MODIS albedo

0
0 010203040506070809 1
MODIS albedo

Scatterplot and statistics for a snowy area; the density plot uses color from blue to red to represent density from low to high.

and periodicity. The mutability of daily albedo is prominent,
especially in the cropland area. MCD43D3 provides albedo
products with a time resolution of one day. To verify the
adaptability of the algorithm in a more complex and unstable
time series, the EEMD-NARnet model is used to forecast the
daily albedo time series in several different land cover types.
In this experiment, pixels for monthly prediction validation
were also used to validate daily predictions at both snow-free
area and snowy areas. For both snow-free and snowy pixels,
albedos from the same day of every year from 2001 to 2016 are
combined into a new time series, and the daily albedo for
the year 2017 is forecast. Based on the EEMD technology,
each time series is decomposed into a set of stable and linear
sequences, which concentrate the most significant and impor-
tant information from the original sequence. Decomposition
results from EEMD are used in the NARnet to forecast time
series albedo in 2017.

Fig. 11 shows the verification of estimation results derived
from the EEMD-NARnet method and MODIS daily albedo
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on snow-covered pixels.

at a snow-free area. The time series prediction and MODIS
albedo are in very good agreement during the entire year in
each land cover type, with RMSE and R? of 0.0129 and
0.8513, respectively. The forecasting method has a better
performance when applied to vegetation surfaces compared
to water surfaces. Meanwhile, slightly worse predictions were
found in urban areas, as it is difficult to predict the sudden
change in albedo caused by human activities on a short time
scale.

Fig. 12 shows that the estimation results have a good
correlation with MODIS daily albedo in snowy areas, with

an RMSE and R? of 0.0759 and 0.8651, respectively. Part
of the daily albedo forecasting results exhibits overestimation
and underestimation in snowy areas, especially when the
albedo value is high. During the snowy period, the MODIS
time series albedo shows strong mutability, and this mutation
has no regular rule at the short time scale. Compared with
the time series albedo in snow-free areas, the albedo series
affected by snow cover shows dramatic fluctuations. This
is why the albedo prediction for snowy areas presented a
larger uncertainty. Even so, after reorganizing the time series,
the EEMD-NARnet method can still generate reasonable time
series albedo prediction values.
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V. DISCUSSION
A. Error Induced by Land Surface Changes

Land surface characteristic is important for accurate fore-
casting as it domains the albedo variation pattern. In snow-free
area, vegetation growth is the main factor affecting the land
surface changes, and this change is seasonal in the absence
of natural disasters. The low value of the albedo time series
occurs around in the month when vegetation grows most
vigorously. Seasonal variation is not obvious between years in
grasslands, and it shows a slow upward trend in woodlands.
Even in cropland areas, land cover type changes from crop
harvesting are also regular [52], and this periodic change will
not introduce large errors in albedo prediction.

In snowy areas, land cover change can be divided into
three periods: snow cover; snowfall/snowmelt; and snow-
free. Figs. 8 and 9 show that large prediction error occurs
in the snowfall/snowmelt period (April, May, October, and
November). In this special period, land surface situation (snow
covered or not) differs year by year, so it is difficult to
learn from the historical data and give a reasonable forecast.
the EEMD-NARnet method, which depends heavily on the
historical time series, cannot account for such large changes,
and the application of this method is limited. To improve the
prediction of this period, more information about the land
surface should be introduced.

B. Applicability for High Spatio-Temporal Data

As the model is constructed on pixel scale and based only on
historical time series data, it can be easily applied to forecast
higher spatial and temporal resolution albedo. Though albedo
data may fluctuate intensively with the increase of spatial and
temporal resolution, this fluctuation can also be considered as
more detailed information of the data set. Once the periodical
change pattern exists, the EEMD-NARnet can exhibit a good
performance.
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However, when applying this method to snowy areas, with
the improvement of spatial and temporal resolution, the irreg-
ular sudden change may greatly increase; in this case, it is
hard to find the regularity from the historical data, and the
prediction accuracy may reduce accordingly, especially in the
snowmelt and snowfall periods.

C. Applicability for Other Land Surface Parameters Forecast

MCD43A3 albedo products have been produced since
2001 with a temporal resolution of one day. The long time
series and high temporal resolution data set provides the pos-
sibility for us to analyze land surface change and to predict and
evaluate future time series [37]. As an adaptive time—frequency
localization analysis method, the EEMD technology eliminates
the limitation of the Fourier transform and couples perfectly
with the MODIS time series albedo. This method can be
applied to other land surface parameters, such as LAI and
normalized difference vegetation index (NDVI).

VI. CONCLUSION

This article developed an EEMD-NARnet model for decom-
posing historical albedo time series data to predict future
values. Using the EEMD technology, albedo time series data
were decomposed into several components which had a partic-
ular frequency or time scale. Different NARnet models were
constructed with each subseries, and the final predicted albedos
were obtained by conjunction of these models. The input to the
EEMD-NARnet was the time-series MODIS albedo only, and
the output was the future albedo time series. EEMD-NARnet
model was constructed for both snow-free and snowy areas;
monthly and daily albedo were forecast with the proposed
model.

The EEMD-NARnet method is able to forecast temporally
continuous albedo in snow-free areas for all land surface
types. The predicted albedo and MODIS albedo have good
consistency. In snowy areas, the proposed method also shows
high prediction accuracy in snow-free and snowy periods,
accuracy decreased due to the irregular change pattern of the
land surface during the snowfall/snowmelt period. After all,
the proposed model can generate accurate and stable fore-
casting results for most situations. For snowfall and snowmelt
periods, more land surface information should be introduced,
adjusting the model over time may also be an effective way
to improve the performance.

Compared with traditional prediction methods, the EEMD-
NARnet approach has unique advantages. First, it uses the
EEMD decomposition technique to better depict the trends
and periodic characteristics of the data time series, which can
efficiently simplify the forecasting. Second, no exogenous data
is needed for forecasting, which makes the forecasting simple
and flexible. Third, it can forecast albedo time series over
both snow-free and snowy surfaces with high accuracy. Finally,
it can be easily extended to other land surface parameters, such
as LAI, NDVI, etc.
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